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Executive Summary 

Artificial intelligence has immense potential to enhance human capabilities 

and drive growth in several industries. It can also greatly improve 

education, healthcare, and governance outcomes, particularly benefiting 

low-income countries. However, this potential may not be realised if the AI 

market remains concentrated in the hands of a few dominant players. 

While global AI governance efforts primarily focus on ethics and safety, it is 

crucial to consider AI governance from a national interest perspective. This 

involves examining how AI adoption can help humans flourish, strengthen 

democracy, and promote a stable global order. It also looks at the need for 

sustainable practices in AI adoption and the importance of ensuring 

competition in the AI ecosystem. These considerations need to be 

examined across these different stages of the AI supply chain - data, 

computation, model, and application - to envision the desired outcomes at 

each stage.  

At the data stage, a marketplace that recognises individual ownership of 

data and empowers individuals to dictate the usage and distribution of their 

personal data is essential. Additionally, having datasets that accurately 

represent the target population for various use cases is vital to reduce 

algorithmic bias. 

This document has been formatted to be 

read conveniently on screens with 

landscape aspect ratios. Please print only if 

absolutely necessary.   

Authors 

The authors are researchers working with 

the High-Tech Geopolitics Programme at 

the Takshashila Institution.  

 



Takshashila Discussion Document 2023-14                    

3 
 

AI development relies on computing infrastructure, especially in the cloud, 

and promoting competition, reducing entry barriers, and preventing 

monopolistic practices in the AI cloud service provider market is essential. 

Developing domestic capacity in cloud infrastructure and AI chips is also 

important for strategic autonomy. 

At the model stage, a competitive marketplace that fosters innovation and 

accessibility is essential, offering various distribution models from 

proprietary to open-source. Governments should also support open-source 

AI technologies with broad research and commercial applications. 

Lastly, addressing concerns in other stages of the AI ecosystem will pave the 

way for the market to address the requirements of the application layer 

effectively. However, it is essential to adopt a risk-based framework to help 

strike a balance between proceeding cautiously in high-stakes AI 

applications and encouraging innovation in other areas. 
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I. Introduction 

The transformative potential of artificial intelligence has captured the 

world’s imagination. It has been compared to other game changers of the 

past millennium, such as the Industrial Revolution and the invention of the 

Internet. Its importance cannot be overstated as a critical technology that 

can lead to hyper-growth in multiple downstream applications, including 

those with defence and national security applications. 

AI systems have come a long way since their inception. Simple rule-based 

systems, where logic and explicit rules were paramount, transitioned into 

the machine learning era, where past data was used to make future 

predictions. The advent of deep learning powered by larger datasets and 

computing heralded a new era, leading to significant advancements in 

image1 and speech2 recognition. 

Further advances, such as the development of transformer model 

architecture3 coupled with improvements in computing and availability of 

massive amounts of data, have led to the more general-purpose artificial 

intelligence systems we see today.  

General-purpose AI systems can be adapted to a wide range of applications, 

including those for which it was not intentionally and specifically designed4. 

The increase in capabilities is a natural progression in the capabilities of AI 
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systems with the improvements in architectures and the exponential 

growth in data and computing. Their adaptability to various downstream 

applications makes them critical and has led to a global race to set the rules 

for AI5. 

The current discourse on the risks and potential of AI is largely driven by a 

handful of dominant technology companies and the media narratives they 

propagate. The global AI governance efforts are focused on minimising AI’s 

harmful effects or preventing bias and discrimination in AI systems. While 

these concerns are important, they often overshadow immediate policy-

related questions — the challenge of governing the rapidly evolving AI 

industry. 

This document focuses on AI governance from a national interest 

perspective. It focuses on how AI adoption can help humans flourish, 

strengthen democracy, and promote a stable global order. It highlights the 

need for sustainable practices in AI adoption and the importance of 

ensuring competition across all stages of the AI ecosystem. The AI supply 

chain has multiple stages: data, computation, model, and application. Entry 

barriers exist at each of these stages. In some instances, many are vertically 

integrated and controlled by a single company. Competition is vital at the 

ecosystem level and is also desirable at each of these stages.  

AI Hype and Doomerism 

Key Silicon Valley figures, including 

OpenAI's Sam Altman and Elon Musk, 

have called for regulatory measures 

hyping speculative existential threats. 

Other experts, however, point out that 

the real risks are more immediate and 

relate to the concentration of market 

power and a lack of accountability. 
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While acknowledging concerns around AI ethics and safety, which are the 

primary focus of governance efforts globally, this document adopts an 

industry governance approach that can help capitalise on the benefits of AI 

while mitigating the potential risks.  

The recommendations in this document are equally applicable to purpose-

specific machine learning systems and general-purpose AI systems. 

Although certain examples specifically mention general-purpose AI models 

or specific AI applications, the scope of the document covers AI systems in 

general. 

  



Takshashila Discussion Document 2023-14                    

11 
 

II. The AI System Supply Chain 

The development of AI systems has inputs such as data, computation, 

models, and applications as different stages or components in the supply 

chain. This applies to purpose-specific machine learning systems and 

general-purpose AI systems. These components can be visualised as layers, 

with data and computation contributing to the model, which, in turn, 

supports the applications.  

 

Figure 1: The components of the AI supply chain 
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While the ideal situation would be to have competition at each stage in the 

supply chain, in practice, many of these stages are vertically integrated and 

controlled by a single company. Vertical integration exists when a company 

controls more than one stage of production or distribution of a particular 

good or service. It could lead to the creation of entry barriers and 

discourage competition.  

The supply chains for AI systems with different levels of vertical integration 

are illustrated below. These have been shown for general-purpose AI 

systems but are equally applicable for more specialised machine learning 

applications as well. 

Scenario 1: Fully vertically integrated AI supply chain 

This supply chain model features a fully vertically integrated entity that 

owns its computational resources, has access to both public and private 

proprietary data, and builds and deploys its own AI models and the 

applications that run on them.  

Google exemplifies this level of integration. Their operations span across 

the supply chain, from having their own chips to access to vast amounts of 

data, including proprietary data.  They also offer cloud services and have 

integrated their AI systems into various applications for both web and 

Android users. 



Takshashila Discussion Document 2023-14                    

13 
 

A variation of this model is an entity that offers a fully integrated system as 

an "AI-as-a-Hub" service. Third-party models can be used alongside the 

entity's own models in this setup. Amazon's Bedrock serves as an example 

of this approach. 

Scenario 2: Partially vertically integrated AI supply chain 

This type of supply chain involves a tight coupling between some stages of 

the AI supply chain. AI developers typically rely on cloud computing 

resources for training and deploying their models. Most major AI companies 

have already formed strong partnerships with cloud providers. For 

example, Microsoft and OpenAI have chosen this approach. They train their 

models using Microsoft's cloud infrastructure and make them available 

exclusively through Microsoft Azure. 

Scenario 3: Fully Disaggregated AI supply chain  

Lastly, in a disaggregated model, we can envision a scenario where the 

computation, data, and AI models all originate from different players that 

are not interconnected through close partnerships. This supply chain model 

is often favoured by academia and other open-source AI developers who 

make their entire models available for replication and deployment. A recent 

example of this type of disaggregation in the cloud and computing space is 

Nvidia tying up with the likes of Oracle, Google, and Microsoft to offer its 

DSG supercomputer as a cloud service for building AI models.6 



Takshashila Discussion Document 2023-14                    

14 
 

III. Values for AI Governance 
For each stage of the AI supply chain, from data to application, the authors 

of this document have identified guiding values to ensure that AI not only 

advances technologically but does so in a manner that upholds societal and 

national interests, safeguards democratic values, and preserves our 

environment. These values are Human Flourishing, Democracy, Stable 

Global Order, Competition and Planetary Sustainability. We delve deeper 

into the significance and application of each value in the context of AI 

governance below. 

Human Flourishing 

AI can greatly improve outcomes in education, healthcare, and governance. 

These improvements can be particularly impactful in countries with limited 

state capacity, a common situation in many low-income countries. 

Effectively designing and implementing public policies over extended 

periods is a daunting challenge, but AI can augment state capacity to 

achieve the desired outcomes in these areas. The gains from AI can be 

similar to the rapid improvement in financial inclusion seen with the 

adoption of digital public infrastructure such as the Unified Payments 

Interface (UPI) in India, which allowed leapfrogging by several decades. 
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AI is an effective tool to enhance human cognitive capacity and 

productivity. Its potential to disrupt multiple industries has been likened to 

the industrial revolution. However, there are also fears about the impact on 

jobs. An OECD report cautions that 27% of jobs are at a high risk of 

automation7. These could be in fields as varied as accounting, finance, or 

medical diagnosis. However, the path of technological advancement is not 

preordained. AI development can enable growth that is broadly distributed. 

In this context, there is a growing consensus for AI development to be 

focused on augmentation instead of automation. This approach aims to 

empower individuals and organisations by harnessing AI to enhance their 

capabilities rather than replacing human workers entirely. 

Democracy 

AI systems can swiftly process and analyse vast amounts of data, offering 

the potential for increased government efficiency and transparency. They 

can simulate policy outcomes and recommend adjustments to ensure 

optimal results for all stakeholders. Conducting such complex simulations 

would be exceedingly challenging, if not impossible, without AI.  

AI systems can automate numerous manual verification processes currently 

involved in responding to inquiries and approval requests within the 

government. This has the potential to expedite procedures and reduce 

opportunities for rent-seeking. These systems can also potentially serve as 
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an intermediary between competing groups, conducting in-depth analyses 

of objections and identifying potentially acceptable solutions to pressing 

issues. 

However, such powerful, opaque, and imperfect systems controlled by a 

few can lead to externalities that undermine democracy. Several concerns 

have been raised about the biases inherent in these systems and the 

potential for misuse8.  

AI systems could potentially be used to create an Orwellian state. The 

powers to surveil citizens, monitor communications, and stifle dissent at 

scale can be disastrous for democracy. For instance, such systems have 

been deployed in China to extend the state’s surveillance capabilities and 

maintain social control9. Malicious actors can also exploit AI systems to 

disseminate false information, eroding trust in institutions and potentially 

influencing the outcomes of elections.  

The use and misuse of AI systems could seriously undermine justice, liberty, 

equality and fraternity. Ensuring such systems are built and used in ways 

that don’t undermine democracy is paramount. Many minds across the 

world are busy identifying the risks that AI poses to democracy, but while 

doing that, we should also ensure that the benefits from AI are not lost to 

humanity. 

Stable Global Order 

How AI Impacts Democracy 

AI-powered tools can directly damage 

public trust in democratic procedures. At 

its most benign, the automation of legal 

processes by AI can challenge the 

transparency and accountability essential 

to democratic legitimacy. At the other 

end of the spectrum, AI-driven social bots 

and deepfakes can sway public opinion 

by amplifying disinformation, and 

discrediting political opposition. 

AI and Bias 

AI systems are now playing a growing 

role in determining hiring decisions, 

access to credit, and even law 

enforcement. However, due to the 

imperfect nature of such systems, they 

can lead to unfair outcomes, 

exacerbating historical inequalities or 

discriminating against already 

marginalized individuals. 
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This represents considerations for safeguarding a state’s interests in a 

rapidly changing world order. As Pranay Kotasthane notes in his paper on 

high-tech geopolitics in the post-pandemic world10, technology and 

geopolitics are increasingly getting intertwined. He observes that trade 

wars are likely to be tech wars at their core, private technology giants are 

expected to align more closely with their respective governments, and 

geopolitical factors will influence international tech collaboration. AI is a 

critical technology with many downstream applications. Ensuring a 

diversified supply chain to the building blocks of AI systems is critical to 

ensuring strategic autonomy.  

AI systems are also increasingly being utilised in military and national 

security applications. Integrating AI into these areas could lead to an 

imbalance of power, favouring those who have access to these technologies 

over those who do not. In the realm of international relations, which often 

operates on the principle of amoral realism, it is crucial to prevent a 

situation where the power balance is excessively tilted in favour of a 

particular adversary. 

Competition 

The AI development supply chain has different stages, such as data, 

computing, models, and applications. Companies lacking access to any of 

these stages will struggle to compete effectively. Big tech companies can 
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also leverage their existing market power and insights into user preferences 

and behaviour to gain a significant advantage in new markets. For large 

general-purpose AI systems, some stages will also have prohibitive costs, 

network effects, and economies of scale that benefit entrenched players. 

Competition drives companies and individuals to innovate and improve. It 

increases accessibility and choice for end users and is more likely to cater 

to a broader range of societal needs. Therefore, an effective AI governance 

framework must ensure competition at every stage of the supply chain and 

guard against regulatory capture by early movers who have a big lead in 

developing AI models.  

Planetary sustainability 

The relentless drive among companies to expand the scale of AI systems 

has resulted in the development of computationally intensive models that 

depend on massive datasets. The accuracy of these models depends on 

exceptionally large computational resources that result in significantly high 

energy consumption11. In addition to the carbon emissions, they consume 

vast amounts of water for cooling, leading to water shortages12. The 

environmental impact of training and running such models should be 

considered in decisions regarding their governance. 
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IV. Desired Outcomes in the AI 
Ecosystem 

Data  

Ownership of Data 

Large technology companies collect and commodify vast amounts of 

personal data in exchange for the free services they provide users. This 

model treats data as exhaust from consumption to be collected and used 

by firms. As a result, we end up with large silos of data controlled by 

dominant technology companies that employ this data as a moat that 

hinders competition. 

Creating markets that offer access to comprehensive data repositories on 

fair terms will be crucial in promoting competition in various aspects of the 

AI supply chain, such as application development and model development. 

The key idea behind this market is that data fundamentally originates from 

individuals, and they are the rightful owners of the data generated through 

their use of digital services and products. Any companies acquiring, 

exploiting, or selling this data should be required to obtain the owner's 

explicit permission. 
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Data is the fuel that powers the growth of AI models and applications. 

Indians consume nearly 20GB of mobile data a month, a three-fold increase 

from 2018 to 202213.  This is expected to more than double by 2024, with 

5G adoption acting as a catalyst. Given this trend, it is clear that India is 

likely to be amongst the largest producers of data in the world. How India 

governs the production, consumption and monetisation of its data will 

impact the AI ecosystem around it. 

On the principle that individuals should dictate the usage and distribution 

of their personal data, we can envision a data marketplace that has the 

following attributes:  

● Individuals should be able to dictate if, how, and by whom their data 

can be used. While it is common practice for firms to aggregate and 

transform the data they capture for internal and external use, 

individuals typically lack the means to do the same. India's Data 

Empowerment and Protection Architecture (DEPA) and the Account 

Aggregator Framework built on top of it illustrate a consent-based 

intermediary system14 to facilitate such a transaction. It allows users 

to use their financial data from multiple sources to access various 

financial services for personal or business needs. A similar framework 

could also be applied to unlock the value of various other data locked 

in silos for specific purposes approved by the user. Under such a 

The Digital Personal Data Protection Act, 

2023 

The Digital Personal Data Protection Act 

2023 in India regulates personal data 

governance, empowering individuals 

(Data Principals) with rights over their 

data and redefining business practices for 

responsible data handling by imposing 

new compliance requirements on Data 

Fiduciaries and Data Processors. 

Furthermore, the relaxation of data 

localization rules under the Act facilitates 

cross-border data flows, which influence 

how foreign players collect and utilise 

data as they deploy AI technology in 

India. 

The Account Aggregator Framework 

It facilitates the exchange of user data 

between financial institutions such as 

banks, insurance agencies, and mutual 

fund companies, based on user consent. 

This unlocks user data from silos and 

allows the market to find competitive 

solutions to address customer’s needs. 
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framework, users will also have the option to opt out of their data 

being used for training purposes. 

● Data portability to unlock value for users across markets and also 

prevent undesirable platform lock-in effects. For example, a seller on 

one e-commerce platform should be able to transfer their authentic 

product reviews to another e-commerce platform. Likewise, a user's 

health data from a fitness tracker can be shared with their chosen 

healthcare provider to facilitate the creation of a personalised health 

plan. Data request templates for different use cases need to be 

established for various use cases in consultation with stakeholders 

across industry and academia.  

● Enable data provenance and usage transparency. A data aggregation 

framework also offers information about the origin and lineage of a 

dataset available within the market. In addition, it can also serve as 

an audit trail for the downstream models where a dataset is being 

used.  

● Ensuring free and fair access to data is an important outcome to 

enable a competitive AI ecosystem. A consent-based data 

aggregation framework will allow firms to create consolidated 

profiles of users, unlocking data from multiple service providers such 

as telecom operators, OTT players and others. In addition, 
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governments and large private players should be able to publish 

datasets to the marketplace. 

● In cases where the data represents the flow of interactions between 

different users rather than something distinct about a single user, the 

idea of collective ownership of data can also be implemented15. An 

example is New York City requiring ride-sharing companies such as 

Uber and Lyft to disclose data on the date, time, and location of 

pickups and drop-offs. The city intends to use all this data to 

understand traffic flow better and plan effectively. 

Unlocking Public Datasets 

Having data that accurately represents the target population helps reduce 

bias in algorithms. This is especially evident in fields such as medical 

diagnosis, where factors like race, gender, and lifestyle can impact disease 

likelihood16. Assisted diagnosis using image recognition algorithms needs 

large datasets of labelled images from patients with confirmed diagnoses. 

Creating such datasets will have positive externalities for research and the 

AI applications they enable. Governments should invest in creating such 

representative datasets for use in both research and commercial 

applications. 

Additionally, government data often exists in isolated databases, lacking a 

structured data engineering plan and may not be in a suitable format for 



Takshashila Discussion Document 2023-14                    

23 
 

training AI models. Thus, there is a need for consistency in data collected 

from various sources. For instance, during the COVID-19 pandemic, data 

from healthcare, vaccination, and contact tracing needed to be uniform and 

available in real-time for designing effective response strategies17. We 

propose the creation of a sector agnostic entity staffed with data scientists 

and cybersecurity experts to ensure data uniformity and compliance with 

best practices. Its mandate would include creating a data engineering plan, 

conducting audits of different state entities, and enforcing data compliance 

standards. 

Computation 

Computing infrastructure, especially when delivered through the cloud, is a 

vital enabler for developing and adopting AI. It provides access to data 

storage, processing capabilities, and advanced analytics at scale.  However, 

the use of cloud computing also presents challenges to the nascent AI 

industry.  These challenges include potential anti-competitive behaviour by 

cloud service providers (CSPs), data security and privacy risks, and reliance 

on foreign-based supply chains for computing resources. 

The Indian AI industry primarily depends on computing provided by foreign-

based CSPs such as Microsoft Azure, Google, and Amazon Web Services18. 

There is a strong case for India to develop its domestic computing 

capabilities to mitigate the risks of potential disruptions caused by natural 
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disasters, human-made incidents, or global supply chain disruptions related 

to AI chips. 

Dominant CSPs often have vertically integrated AI supply chains, meaning 

they might compete directly with their own cloud computing customers. 

This takes on greater significance in a market like India, where the existing 

industry mostly sits at the application layer. Even in the application layer, 

the industry heavily depends on AI models from industry giants like Google 

or Microsoft. This trend could eventually result in a concentration of market 

power in both the computing and application layers. 

Therefore, the following outcomes need to be enabled: 

● Foster a competitive and diverse market for AI cloud service 

providers by promoting fair competition, reducing entry barriers, and 

preventing monopolistic practices or vendor lock-ins. 

● Promote investments in building domestic capabilities to participate 

in the global value chain for AI chips and essential computing 

hardware. 

● Create sovereign computing resources for AI to cater to military and 

government applications while also serving the needs of industry and 

academia. This includes GPU/ASIC clusters, data centres, and 

networks. 



Takshashila Discussion Document 2023-14                    

25 
 

Model 

AI systems can drive growth in numerous downstream industries. A 

competitive marketplace for AI models is vital and can include a variety of 

distribution models,  ranging from fully proprietary to fully open19. These 

models can operate on different business strategies, such as pay-for-access 

like OpenAI's chatGPT, owning the innovation ecosystem like Meta's 

LLaMA, or providing a model that serves as a base for research and 

innovation, like BigScience's BLOOM. 

For AI technologies with broad research and commercial applications, 

rather than reinventing the wheel, governments should recognise and 

support established open-source communities by providing grants20. These 

grants should be provided regularly to fund critical open-source AI projects, 

whether they are domestic or international in origin. Corporations have also 

embraced this funding approach, and it has proven to be a sustainable 

method for sustaining open-source projects. The tangible and intangible 

benefits gained from this investment would greatly outweigh the costs. 

AI systems designed for image recognition, autonomous driving, and text 

analysis can have dual-use applications and are important in defence and 

national security contexts. These systems can operate in hazardous 

environments and enhance data processing and decision-making 

capabilities, substantially improving military capabilities. For instance, 
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China has been actively pursuing the development and integration of AI in 

various military applications as a part of its strategic efforts21.  

Restricted access to such versatile AI technologies, crucial for both 

economic prosperity and military purposes, poses a significant vulnerability. 

Thus, in addition to having a vibrant AI marketplace, to the extent that such 

technologies are dual-use, it is essential to ensure strategic autonomy in 

access to such systems. Increasing investments in private and public 

research and development (R&D) is necessary to achieve these objectives. 

Additionally, establishing centres of excellence that can attract and nurture 

top AI talent will be essential in reinforcing domestic AI capabilities. 

Application  

As machine learning and AI models continue to improve, applications will 

increasingly rely on them to deliver new and innovative features. While AI 

can enhance cognitive capacity and productivity across various sectors, 

there are also risks in the use and misuse of AI that could seriously 

undermine democracy. 

AI holds the potential to substantially increase productivity across diverse 

industries such as education, transportation, agriculture, finance, and 

customer service. It can also improve transparency and efficiency within 
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government, improve outcomes for citizens and reduce opportunities for 

rent-seeking. 

However, there is a darker side to AI as well. AI systems could potentially 

be exploited to create a surveillance state, enabling governments to 

monitor citizens, surveil communications, and suppress dissent more 

effectively. Additionally, AI systems can be used to spread disinformation 

and micro-target political advertisements, undermining the functioning of 

democracy.  

Thus, it is essential to adopt a risk-based framework that takes into account 

the nature of the AI system and the sectors in which they are proposed for 

use. Adoption of a framework similar to the NIST AI Risk Management 

Framework22 can better manage the risks associated with AI systems in 

civilian or government applications. This approach can help strike a balance 

between proceeding cautiously with high-stakes AI applications while also 

encouraging innovation. 
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V. Insights Into the AI Ecosystem 

Data 

Proprietary Data Offers a Significant Advantage to Vertically Integrated 

Platforms 

Vertically integrated technology firms often have easier access to 

proprietary data, giving them a significant edge in developing AI systems. 

Such proprietary data can include social media interactions, code, academic 

publications, books, and insights into user behaviour. 

For instance, a video conferencing platform, such as Zoom, can harness 

customer content generated by its vast userbase to introduce AI-enhanced 

features, like meeting summaries, thereby enhancing its product23. 

Similarly, web-based software development platforms like GitHub can tap 

into their vast code repositories to provide tools such as GitHub Copilot, 

substantially improving user productivity24. Search engine providers have 

an advantage in accessing publicly available data on the Internet as they 

would have built a web index, a sorted and categorised index of web crawl 

data, which allows them to provide accurate search results rapidly25. Web 

crawlers of search engines are also less likely to be rate-limited as websites 
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would want to appear in search results, giving companies like Google and 

Microsoft an advantage in accessing publicly available data26. 

Models trained on high-quality data tend to perform better27. This includes 

data from sources such as books, academic papers, news articles, and 

Wikipedia. Studies estimate that for training large language models, such 

data is likely to be exhausted by 2027. Thus, access to proprietary data can 

be a key differentiator. Proprietary data may be purchased from different 

sources, but vertically integrated platforms will have a significant advantage 

due to easier access to proprietary data. 

Big tech platforms tend to be monopolies or duopolies due to the network 

effects, which increase the utility of the platforms for users. The scale and 

insight into user behaviour help these companies innovate better than 

competitors. This market consolidation is evident across various platforms, 

ranging from search engines and social media to ride-sharing and food 

delivery services. Proprietary data is valuable not just to improve the 

performance of the AI systems but also to improve their offerings by 

integrating these AI systems. This helps them further consolidate their 

market power and will be especially useful for vertically integrated 

platforms. 
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A Marketplace for Data 

We have become accustomed to the idea of a free online experience. 

Services such as email, messaging, calling, social media, or video sharing are 

all enjoyed without direct monetary costs. Users expect these services for 

free and are not paid for the data they generate on these platforms. The 

race to capture and monetise the time and attention of users has led to  the 

widespread collection and commodification of personal data by 

corporations, what Shoshana Zuboff has termed surveillance capitalism28. 

Jaron Lanier argues in his book that although the exchange seems like a 

barter — free data for free services — it's problematic. He argues that this 

approach distorts traditional market evaluation principles, unfairly 

distributes financial gains from the digital economy, and prevents users 

from developing themselves into “first-class digital citizens”29. 

With data being locked in silos controlled by big tech companies, users 

cannot monetise their data, and other companies cannot compete 

effectively against these giants. Arrieta-Ibarra et al.30 compare this to an 

extreme version of a monopsony (a market where there is only one buyer 

and who, therefore, has control over the negotiations), where users are not 

even aware of the value of their data. 

Regulatory frameworks, such as the European General Data Protection 

Regulations and India’s Digital Personal Data Protection Act, increasingly 
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recognise the ownership rights of the users who generate the data. Creating 

a market for data and unlocking of user data from these silos can generate 

huge social and economic value. 

India's Data Empowerment and Protection Architecture (DEPA)31 is founded 

on the principle that individuals should dictate the usage and distribution 

of their personal data. This aims to offer Indians the chance to enhance 

their own well-being through control over their data. The Account 

Aggregator Framework is an implementation of this architecture for the 

financial sector and has the potential to unlock massive value for businesses 

and end users. 

Copyright legislation 

In the United States, the fair use of a copyrighted work is allowed based on 

the following four factors32: 

● The purpose and character of the use, including whether such use is 

commercial or is for non-profit educational purposes. 

● The nature of the copyrighted work (facts cannot be copyrighted, but 

creative works can). 

● The amount and substantiality of the portion used in relation to the 

copyrighted work as a whole. 
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● The effect of the use upon the potential market for or value of the 

copyrighted work. 

For instance, Google Books scans entire books for their search engine, but 

a select few pages are displayed to a user. Courts have ruled that this is not 

a violation of copyright as the purpose and character of the use are 

different33. In other words, searching through a book is a transformative use 

case as opposed to reading the book in its entirety. 

Multiple ongoing legal battles allege that generative AI systems have 

infringed on copyrighted works. For example, Microsoft and OpenAI are 

facing a class action lawsuit alleging that the AI-powered coding assistant, 

GitHub Copilot, indulges in “software piracy on an unprecedented scale”34. 

Stock photography firm Getty Images is suing Stability AI, the creators of 

the open-source text-to-image tool Stable Diffusion35. Authors Mona Awad 

and Paul Tremblay have also filed a similar lawsuit against OpenAI36. 

The law on these matters is still evolving, and a decision favouring the 

plaintiffs could reduce the data available for training or lead to higher costs 

to license such data. These outcomes would favour vertically integrated 

companies with access to large proprietary databases. This could also pave 

the way for powerful intermediaries that bundle data licences without 

adequately compensating the original data creators37.  
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Computation 

Currently, there are two main ways to obtain computing infrastructure. One 

option is for end-users to buy and set up their own hardware, which can be 

quite costly. The other option is to use cloud computing services, where 

providers offer a package of services. The latter is especially alluring for 

developers or end-users, as CSPs are willing to provide computing resources 

at deep discounts for AI research and development to firmly entrench their 

market share as the industry grows.38 

Cloud computing is more than just a technological infrastructure; it is a 

powerful tool that can break down barriers to accessing technology and 

essential digital services39. This means that small and medium-sized 

enterprises (SMEs) and start-ups can utilise advanced AI tools on par with 

larger companies, levelling the playing field and fostering innovation. 

Increased competition in the AI space, enabled by cloud services, leads to 

more options and improved services for consumers. Consequently, cloud 

services help prevent the concentration of power and technology in the 

hands of a select few, contributing to a more balanced global order. 

Vertical Integration in the Cloud Services 

Space 

Cloud Service Providers like Amazon Web 

Services (AWS), Microsoft Azure, and 

Google Cloud Platform exhibit vertical 

integration by controlling multiple stages 

of their service offerings. For example, 

AWS not only provides cloud 

infrastructure but also develops its own 

hardware, such as the Graviton 

processors, and offers a wide array of 

services ranging from storage and 

computing power to machine learning 

and analytics tools. This integration 

allows them to optimize performance, 

reduce costs, and quickly innovate, but 

also raises concerns about market 

dominance and competition. 
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Potential Competition Concerns in Cloud Computing 

As mentioned earlier, it's crucial to maintain competition among different 

cloud computing service providers to ensure affordable and accessible 

computing resources for the nascent AI industry. The primary sources of 

these services for a country like India are foreign-based CSPs and 

hyperscalers. Domestic hyperscalers have not yet reached a similar scale in 

their operations. One of the main obstacles they face includes dealing with 

infrastructure challenges that are common in developing countries, such as 

ensuring a consistent and reliable power supply40. 

The leading CSPs, such as Google, Amazon, and Microsoft, not only offer 

computing services but also compete in different stages of the AI supply 

chain, including models and applications. These CSPs, given their dominant 

position in the cloud computing market, may hinder competition and 

innovation in the AI ecosystem. They could do this by imposing restrictive 

contracts, imposing high switching costs, or unfair pricing on their 

customers or competitors. For instance, they might charge high egress fees 

for transferring data out of their platforms, making it challenging for 

customers to switch to different cloud providers41. 

Additionally, CSPs could use their access to vast amounts of data and 

advanced analytics capabilities to gain an unfair advantage in the AI market. 

They might achieve this by creating or improving their AI products and 

Cloud Egress Fees and Customer 

Switching 

Egress fees charged by cloud service 

providers for data transfer out of their 

networks can significantly impede 

customers' ability to switch providers. 

These ‘hidden’ fees act as a deterrent 

against leaving a cloud provider's 

ecosystem, as they can substantially 

increase over time, adding to the overall 

cost of cloud management. While data 

ingress (moving data into the cloud) is 

typically free, egress charges apply to 

data moving out, which can accumulate 

rapidly, thus elevating IT costs and 

creating a financial barrier to switching 

providers. These fees can escalate the 

costs of managing AI applications and 

datasets, especially because large 

volumes of data are involved. 
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services or by acquiring or partnering with other players in the AI supply 

chain. For example, they might leverage their cloud platforms to gather and 

process data from various sources like e-commerce, social media, or IoT 

devices and use this data to train and improve their own AI models42. 

Sovereign Computing Resources 

CSPs can also pose a risk to a nation's data security and sovereignty when 

they store and process sensitive data of citizens or entities on servers 

located in other countries, which may be subject to different legal and 

regulatory rules. For instance, CSPs could be compelled to share or disclose 

such data with foreign governments or agencies, and they might also be 

susceptible to cyberattacks or sabotage by malicious actors43. 

An interim measure seeking to bolster a country’s nascent AI industry to 

build and train its own models can be to create a publicly accessible 

supercomputer44.  This involves acquiring a large number of GPUs and 

allowing start-ups in AI and other emerging technologies that require 

substantial computational power to rent time slices on this 

supercomputer45. However, there are some uncertainties associated with 

this approach. Firstly, current-generation GPUs like the Nvidia H100 are 

anticipated to be in short supply until mid-2024 due to high demand from 

almost every player in the AI space. Assuming it is possible to purchase 

enough GPUs, a generational uplift from the next generation of GPUs will 

Keeping Pace with Generational Uplift in 

Compute 

Upgrading GPUs is essential for AI 

developers and cloud service providers, 

as exemplified by the progression from 

NVIDIA's Turing to Ampere architectures. 

The A100 GPU, built on the Ampere 

architecture, offers substantial 

improvements in terms of AI 

performance and efficiency over its 

predecessors. These improvements 

include enhancements in floating-point 

operations, memory bandwidth, and 

support for newer technologies like TF32 

and mixed precision training, which are 

highly beneficial for AI and deep learning 

tasks. This leap in capabilities is crucial 

for handling more complex AI models and 

larger datasets, demonstrating why 

staying current with GPU technology is 

critical for competitive AI development 

and cloud service provision. 
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enable faster AI and ML workload processing for those who have them. 

Time to market is an important consideration for AI companies, and this 

may be compromised if the only reliable access to computing happens to 

be slower than what their competitors may have access to. 

Building Domestic Capacity 

In light of these considerations, it is important to regulate CSPs to achieve 

the twin objectives of enabling unfettered access to cutting-edge 

computing resources while building strategic autonomy in computing. 

At this point in time, where we are still exploring the capabilities of this 

technology and its ramifications, regulation pertaining to CSPs should adopt 

a light-touch and enabling approach. This approach should promote 

competition, diversity, and interoperability while ensuring compliance with 

data protection and security standards. This could be done by creating an 

industry-led body responsible for setting and enforcing codes of conduct, 

best practices, and standards for cloud services, as recommended by the 

Telecom Regulatory Authority of India46. 

As cloud computing becomes increasingly integrated into various aspects of 

life, a country like India can leverage its sizeable market and negotiate 

favourable terms and conditions with foreign-based CSPs. This negotiation 

can encompass aspects like data localisation, taxation, dispute resolution, 

and liability clauses. This could be done by creating a common framework 
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that can address the legal and regulatory issues arising from cross-border 

data flows and jurisdictional conflicts. This framework should also 

incorporate principles of data sovereignty, data minimisation, data 

portability, and data security, harmonising provisions from legislation like 

the Digital Personal Data Protection Act of 202347. 

Another way to ensure access to compute resources and build strategic 

autonomy is to invest in domestic production and development of 

computing resources for AI, such as chips, servers, data centres, and 

networks. A governance framework should also support research and 

innovation along with front-footed policy measures such as sandboxes in 

emerging technologies such as quantum computing, neuromorphic 

computing, and edge computing, which can enhance the performance and 

efficiency of AI applications. These measures must be complemented by 

industrial and trade policy efforts to encourage the involvement of 

domestic CSPs in the cloud market. This can be achieved by facilitating 

partnerships with global players48 and offering incentives like tax breaks, 

subsidies, and preferential procurement policies. As of writing this, most 

jurisdictions worldwide have taken a wait-and-watch approach to address 

these potential governance challenges49. 
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Sustainable Development 

The current environmental cost of cloud computing services is significant 50. 

These services require extensive physical infrastructure, including servers, 

data centres, and cooling systems, all of which have substantial 

environmental footprints. The energy consumption of these data centres is 

immense, primarily driven by the need to power and cool the vast arrays of 

servers. Attempts to govern an AI industry must attempt to strike a balance 

between the benefits of cloud computing and planetary sustainability. For 

instance, states can provide incentives for CSPs to plan server farms that 

rely on renewable energy like solar and wind power51. Alongside addressing 

the sources of energy, infrastructure and server efficiency52, it should 

inform future efforts to decarbonise cloud computing53. 

 

Models 

Bridging the Talent Gap 

Developing cutting-edge AI systems demands substantial resources in 

terms of data, computing power, and technical expertise. The industry can 

mobilise these resources better than academia, and the recent 

breakthroughs in AI research indicate this - Google’s paper on transformer 

models54 and Microsoft’s paper on Low-Rank Adoption55. This trend is 
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underscored by the Stanford AI Index report, which reveals that in 2022, 

industry entities produced 32 significant machine learning models, in stark 

contrast to academia, which contributed only three56. 

Data and computing are vital components in the training of AI systems. We 

delve deeper into the challenges and obstacles related to these domains in 

the sections focused on data and computing. 

In their paper discussing India's AI potential, Chahal et al. highlight some 

key observations57. India produces nearly twice as many master's level 

engineering graduates as the United States, second only to China in this 

regard. However, India significantly lags behind the United States in 

producing PhDs, with less than one-third of the number. The shortcomings 

within India's higher education sector limit its ability to offer extensive 

training for a highly skilled AI workforce. Consequently, many Indian 

students opt to pursue PhD programs in foreign countries. The ASPI critical 

technology tracker clearly shows the brain drain of Indian AI talent to other 

countries, notably the United States58. 

Indian researchers publish AI-related papers at a prolific rate, trailing only 

behind the United States and China. However, when ranked by H-index, 

which measures both the productivity and citation impact of publications, 

India descends to the 16th position, indicating that the quality of these 

publications falls short of expectations59. 
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India's research and development (R&D) investment is a mere 0.64% of its 

GDP, significantly lower than that of other nations60. Of this amount, 

approximately 37% comes from the private sector. In contrast, China 

allocates 2.4% of its GDP to R&D, and most developed countries devote 

more than 2% of their GDP to research and development. Switzerland, 

which topped the Global Innovation Index in 2022, spends 3.19% of its GDP 

on R&D. This implies that India's scientific research in AI is likely 

underfunded compared to many other countries. 

On a positive note, according to a report from Bain & Company, India stands 

out as a significant global source of talent in data and AI skills61. It 

contributes 16% of the world's AI talent pool, ranking it among the top 

three talent markets worldwide. However, not all AI talent is equal. Top-tier 

AI researchers are involved in creating intellectual property or designing 

and training AI algorithms, which are activities at the top of the value chain. 

A study by MacroPolo, a US-based think tank, finds that over 80% of India’s 

top-tier AI researchers move out of the country62. Consequently, while the 

specialised skills required for research and training AI models may be in 

shorter supply, India still holds a substantial advantage in engineering, 

which is likely also an advantage in developing applications based on AI 

models.  
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The Real Risks of General Purpose AI Models 

A handful of companies, such as Google, Microsoft, OpenAI, and Meta, have 

a big lead in developing general-purpose AI models. A race is on to build 

these powerful AI systems and lock in the early mover advantages. Top 

executives from Microsoft and OpenAI have called for an agency to regulate 

AI and licensing requirements to operate the most powerful AI tools63.  

An open letter by the Future of Life Institute supported by over 1,000 

researchers, technologists and public figures has asked for a 6-month pause 

on training language models “more powerful than” GPT-464. The letter 

presents risks of malicious use, job impact, and existential risks as serious 

consequences of embracing AI. However, as the authors of the book project 

AI Snake Oil point out65, the letter exaggerates hypothetical risks and 

ignores the real issues around over-reliance on inaccurate tools, 

centralisation of power by these companies, and near-term security risks. 

An effective governance framework for AI should be able to address the 

significant challenges that come with AI adoption and not fall prey to the 

narratives peddled by various interest groups. 

The Gradients of Openness in ‘Open’ AI Systems 

The release practices of ‘open’ AI systems differ significantly from those of 

open-source software. There are varying degrees of openness in how AI 

systems are released. A study conducted by Radboud University 
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researchers reveals the large variation in the availability, documentation, 

and accessibility across different AI models66. Additionally, unlike open-

source software, significant access barriers in data and computing exist 

even in the fully open models. 

Irene Solaiman’s paper67 introduces a framework for grading the openness 

of generative AI systems. Generative AI systems are a sub-type of general-

purpose AI models that generate content based on user inputs, often across 

different modalities such as text, images or video. The framework classifies 

them into six gradients of access: fully closed, gradual or staged access, 

hosted access, cloud-based or API access, downloadable access, and fully 

open. This classification helps to understand the extent to which these 

systems are accessible to users and developers. 

 
Figure 2: Source: The Gradient of Generative AI Release, Solaiman, 2023 
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With the fully open models, controls against misuse will be harder to 

enforce. However, they provide the reproducibility and independence from 

corporate decisions that are necessary for research purposes. One of the 

most widely used fully open models is BLOOM68. It is a multilingual language 

model built by over 1,000 researchers from 70+ countries to overcome the 

access barriers that academia, nonprofits or research labs face to create, 

study, and use LLMs. 

However, for most downstream applications, the various levels of 

convenience, customisation, ownership, and safeguards against misuse 

offered by hosted access, API access, or downloadable models will prove to 

be satisfactory. The model type selection will ultimately hinge on the trade-

offs among these diverse criteria. 

Another important consideration is that big tech companies also have 

vested interests in ‘open’ AI development. As a leaked memo by a Google 

researcher points out69, “owning the ecosystem” is extremely valuable. This 

strategy is similar to what Google has done with Chrome and Android. He 

states that "by owning the platform where innovation happens, Google 

cements itself as a thought leader and direction-setter, earning the ability 

to shape the narrative on ideas that are larger than itself".  

This is true of the dominant AI development frameworks PyTorch and 

TensorFlow, developed by Meta and Google, respectively, both of which are 
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open-source. These companies continue to maintain them, and most AI 

models are trained on one of these frameworks70. Meta’s downloadable 

model, LLaMA71, is also an effort at “owning the ecosystem”. 

 

Is Bigger Always Better for AI Systems? 

Large language models have seen a massive increase in size and training 

data in the pursuit of better performance. Leading models such as PaLM 

and GPT4 use hundreds of billions of parameters and are trained on vast 

and varied datasets72. Bender et al. have raised concerns about the dangers 

of these massive models, coining the term “stochastic parrots”73. They point 

out the huge environmental, financial, and opportunity costs of pursuing 

research in a technology with many risks involved.  

However, questions remain about the long-term sustainability of 

continually increasing model sizes: 

● Limited availability of extensive high-quality datasets, diminishing 

returns from scaling up model size, and constraints on computing 

resources might affect the motivation or capability to develop even 

larger AI models74. 

● The costs of operating bigger models might be too high for most 

users, leading to a preference for more compact models. Market 
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trends already indicate a focus on reducing the total cost of 

ownership of these models75. 

● In many business scenarios, an acceptable performance might be 

sufficient without needing cutting-edge accuracy. 

Purpose-specific machine learning models might be more reliable and 

equally effective for many applications. However, if the performance of 

general-purpose AI models scales with size and data, it could lead to the 

wider adoption of larger models. As a result, building these models will 

likely become the domain of a few large players. 

Application 

Addressing concerns in other stages of the AI ecosystem will pave the way 

for the market to address the requirements of the application layer 

effectively. Competition issues at the data, computation or model stages 

could hinder innovation at the application stage. 

For instance, ensuring unfettered access to diverse datasets can empower 

smaller players to compete effectively with dominant firms that have access 

to proprietary datasets. Regulating cloud service providers can prevent 

dominant firms from abusing their market power to favour their own 

applications over others. By making compute resources affordable and 

accessible, smaller firms can innovate on par with larger players. Finally, a 
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competitive market for AI models will lead to reduced costs, increased 

innovation, and more choices for application developers.  When concerns 

in other stages are properly addressed, it will enable a wider variety of 

applications catering to diverse needs.  

In addressing the AI application layer, we emphasise a risk-based 

governance approach. This involves identifying potential risks such as data 

privacy, security, and ethical concerns and incorporating trustworthiness 

into AI design and use. Compliance with global standards, like the NIST AI 

Risk Management Framework76, can guide this process.  

Regular stakeholder engagement is crucial, including feedback from 

developers, end-users, and regulators. This ensures the framework remains 

relevant and effective. Additionally, periodic reviews and updates will align 

the governance model with evolving technologies and market dynamics, 

fostering a competitive and innovative AI application landscape. 
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VI. Key Questions  
● Big tech companies that develop AI models operate on a global scale. 

Is there a valid argument for pursuing multilateral harmonisation of 

AI governance efforts to achieve the desired outcomes? 

● Given the notable market concentration in computing and the 

prohibitive costs, is there a valid argument for developing a domestic 

AI cloud infrastructure for use by both industry and academia? 

● Unlocking data from silos can spur innovation across various 

industries. For instance, enabling access to fitness and healthcare 

diagnostic data can facilitate advancements in personalised 

medicine. Can a framework like the Data Empowerment and 

Protection Architecture (DEPA) be utilised to unlock the value of this 

data for consumers?" 

● Government datasets are being made accessible through portals 

such as https://data.gov.in/. What improvements can be 

implemented to enhance access to research and innovation using 

this data? 

● What considerations should be taken into account when deploying 

AI systems for e-governance applications?  
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● Are there any unique considerations for developing AI applications 

for Indian use cases considering its high diversity, substantial need 

for lower-skilled jobs and limited state capacity? 
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VII. Appendix 

A Framework for High-Technology 

Geopolitics  

Governments worldwide are now deeply invested in high technology. It's 

not just the domain of technology or finance ministries; national security 

experts and geopolitical policy analysts also focus on it. In a working paper, 

Pranay Kotasthane highlights several key trends77: 

● Trade wars are likely to be tech wars at their core 

● Aggressive national competition over high technology might produce 

some nonlinear breakthroughs this decade 

● There will be higher alignment between private high-technology 

players and their national governments 

● We will likely encounter selective international cooperation on high-

technology subject to geopolitical considerations 

The paper also introduces a framework to understand how nations might 

use political and economic tools to achieve strategic goals in high-tech 

sectors. 
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Figure 3: A framework for High-technology Geopolitics. Source: The Takshashila Institution78. 

 

An Overview of The AI Chips Market 

Development and deployment of general-purpose AI models and other 

AI/ML applications require high-speed and parallelised calculations that 

conventional general-purpose CPUs cannot perform well. At the same time, 

because of the large amount of data required to train the models, 
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extremely fast and high bandwidth memory also needs to be part of the 

computing process. Specialised memory utilised in AI accelerator 

chips/GPUs offers more than 4.5 times the bandwidth of conventional 

memory.79 AI developers and machine learning researchers take advantage 

of Graphics Processing Units (GPUs), which offer both these capabilities 

(originally intended for image processing) to speed up computational 

tasks.80 

Alongside GPUs, a set of AI accelerator chips is also designed for specific 

kinds of AI/ML and deep learning workloads. Both types of accelerator chips 

are deployed in hundreds of numbers for pre-training foundational 

models.81 

Compute resources are required at two stages of the layer-based model we 

propose: at the training/development level and, subsequently, the 

inference/application level.  

The number of parameters of a particular model determines the extent of 

the compute resource required for pre-training and inference.82 Compute 

costs and power requirements increase exponentially as the size of models 

grows.83 

Source: CMA Report 



Takshashila Discussion Document 2023-14                    

52 
 

 

Figure 4: Source: UK CMA AI Foundation Models: Initial Report84 

The compute costs for training models are not public, but it is estimated 

that the largest Foundation model on the market (GPT-4) costs USD 100 

million to train.85 Inference costs are estimated to be around USD 700,000 

a day.86 Developers who are not already vertically integrated and want to 

avoid bearing the huge upfront costs required to build the computation 

infrastructure prefer to contract the services of CSPs. CSPs allow access to 

both general-purpose and AI/ML workload-specific computing resources, 

including CPU, GPU and storage, on contractual terms through the cloud. 

The core of the market share for AI accelerator chips belongs to Nvidia, 

which accounts for 91.4% of the enterprise GPU market.87 Both vertically 
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integrated developers of AI models and CSPs purchase Nvidia GPUs for AI-

specific workloads. The reason for this huge concentration of market power 

is the proliferation and development of CUDA,88 a proprietary general-

purpose computing platform and programming model owned by Nvidia 

that allowed developers to make GPU-specific applications.89 Since its 

inception in 2007, its ease of use saw its adoption in teaching curriculums 

across universities worldwide, as well as extensive use in the scientific 

research sector, which leveraged parallel computing offered by GPUs, 

which were relatively cheap when compared to renting supercomputer 

services. The network effects of CUDA becoming the de facto standard in 

programming to program GPU-specific applications meant that researchers 

tended to be locked into using Nvidia’s chips as well since CUDA is difficult 

to port.90 The closest competitor, AMD, has lower-priced offerings but, so 

far, has not been able to effectively combat Nvidia’s first-mover advantage 

and technological lead.91 

There is also a qualitative difference between compute requirements 

needed for training and inference-based workloads, respectively. The 

former’s considerations of accuracy, ability to crunch large datasets 

parallelly, and training speed require significantly more raw computational 

power, memory capacity, and networking capabilities deployed over a large 

number of nodes (number of chips), which are utilised to nearly 100 per 

cent for long periods of time.92 This also necessitates significant cooling 

capacity and high sustained power draw. Training workloads generally 
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leverage GPUs, manufactured using cutting-edge fabrication technology,93 

with Nvidia being the market leader in this segment.94 This segment 

reportedly accounts for around 20% of the demand for AI chips.95 

Compute infrastructure needed for inference-based workloads prioritises 

latency and throughput as opposed to raw computational power and hence 

needs high-capacity fast memory and high bandwidth I/O channels.96 Most 

inference workloads are performed on traditional CPUs, supplemented by 

GPUs, ASICs, and FPGAs.97 However, inference workloads are also 

fragmented between processing in both edge and cloud environments.  

Cloud inference leverages the AI chips mentioned earlier and is provided as 

a service by CSPs. The market for this is reportedly large and fragmented 

due to the varied nature of the chips being used; however, Nvidia is likely 

to have a significant share here as well since GPUs can be easily 

programmed to move from training to inference workloads. However, even 

with a supply shortage for GPUs, CSPs are deploying their own proprietary 

chips (Google’s TPU, for ex.), and plentifully available CPUs to run inference 

workloads. Therefore, this market segment is anticipated to be highly 

competitive98. 

Inference at the edge leverages chips or parts of SoCs in end-user devices 

like smartphones, cameras, and cars. While devices like smartphones tend 

to have SoCs built on leading-edge chips, most other devices utilise chips 
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that can be made on mature fabrication processes. They are designed to 

use low power and to be cheap.99 This market will also likely remain highly 

fragmented, with Qualcomm, Intel and AMD continuing to provide chips for 

certain device categories like phones and laptops, but a wide range of 

companies exist to cater to various kinds of devices.100 

Google’s TPU is an example of a custom-designed accelerator chip that is 

optimised for both training and inference workloads.101 

 

Characteristics of AI Chips Supply Chain 

The supply chain for GPUs, as well as other AI accelerator chips and High 

Bandwidth Memory, is controlled by a select few countries that are 

dominant in the semiconductor global value chain(GVC), like Taiwan, South 

Korea, and the USA.102 The technology, human capital, raw material and 

other inputs required to manufacture these highly specialised and intricate 

chips are spread out over these countries across a handful of companies at 

each stage of the value chain. Due to the hyper-globalized and specialised 

nature of the GVC, any disruption in the supply can severely affect the 

availability of chips for the end consumers. This dependency on a foreign 

entity-controlled supply chain can also become a strategic vulnerability, and 
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foreign nations can potentially restrict access to any part of the supply 

chain. 

The supply chain for other kinds of AI chips can be broadly divided into two 

categories: chips intended for training or inference workloads. The former, 

like GPUs, are controlled by a handful of companies and countries. 

Integration into the GVC for these chips or creating a domestic ecosystem 

to manufacture homegrown alternatives will take immense financial 

expenditure over a long period to bear fruit.103 On the other hand, inference 

chips can be more easily manufactured domestically, with architectures like 

RISC-V lending themselves well to AI inference workloads.104 In this 

segment, policy intervention to ensure low entry barriers for domestic 

industry can happen via revamping trade policy to allow for a freer influx of 

input material and components required to manufacture such chips 

combined with industrial policies that enable the establishment of 

fabrication foundries on lower-cost mature processes which can tap into 

India’s existing chip design talent pool.105 
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