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Abstract

AI­enabled healthcare presents exciting opportunities  for better 

healthcare outcomes  in  India. The governance of any emerging 

technology  can  take  multiple  forms;  mitigating  risks  while 

incentivising applications will require various policy instruments. 

Understanding  public  interest  and market  failures,  such  as  the 

under­provision of goods with positive externalities like vaccines, 

helps identify broad governance priorities. Further, analysing AI’s 

impact on specific tasks across different time horizons clarifies its 

risks  and  opportunities.  Such  an  analysis  reveals  governance 

opportunities  —  creating  better  datasets,  building 

accountability  in  healthcare  systems,  and  upskilling  medical 

personnel  to  achieve  enhanced  healthcare  outcomes.  As  AI 

develops  alongside  other  technologies  in  the  healthcare  space, 

periodic  reviews will  be necessary  to assess  their  holistic,  rather 

than  individual,  impacts.  A  short­,  medium­,  and  long­term 

outlook  for  integrating AI  in  India  is  essential  to understand  its 

underlying ethical concerns and unintended consequences, and 

to effectively manage potential risks.
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Introduction

Health is a key determinant of quality of life, and ensuring 
access to appropriate healthcare is thus a priority for the 
government. In India, various aspects of health are governed 
by the state and union governments. The Indian government’s 
expenditure on healthcare is forecasted to increase to 2.5% of 
the Gross Domestic Product (GDP) by 2025, with investments 
in infrastructure; research in healthcare innovations, such as 
medical devices and precision medicines; and training of 
medical staff [1]. However, it still needs to address several 
challenges linked to inequitable healthcare delivery, sub-
optimal healthcare outcomes, and financial stress through 
out-of-pocket expenses [2, 3]. Improving India’s healthcare 
outcomes requires interventions to upgrade primary health 
infrastructure, reduce healthcare delivery disparities across 
urban and rural areas, and fill vacancies for qualified medical 
personnel [4].  

As the government executes various health-related 
responsibilities, it plays the roles of policymaker, regulator, and 
service provider, which may sometimes be conflicting or even 
overlapping. Adopting new-age technologies can improve its 
capacity to perform these roles and partly address 
entrenched health inequities. Much like cutting-edge 
biomedical technologies, such as clustered regularly 
interspaced short palindromic repeats (CRISPR), artificial 

intelligence (AI) — when applied appropriately — is a 
potentially powerful tool to improve healthcare delivery and 
outcomes.

AI tools present many opportunities in healthcare: as 
presented in the case studies in this paper, they can 
augment healthcare capacity, improve prognoses, reduce 
costs, and personalise healthcare [5]. AI applications have 
been trialled with success across the healthcare sector, 
including in biomedical research [6], diagnosis, medical 
interventions, public health, and healthcare administration 
[7]. They are also expected to revolutionise public health 
research and practice [8], a government prerogative. 

However, risks can emerge during development and 
deployment of AI tools for healthcare. For example, 
discrepancies between training data and real-world datasets 
could lead to inaccurate diagnoses. Biases might arise from 
inadequate representation in training data in terms of 
gender, race, age, location, or socioeconomic factors. AI 
systems can amplify such biases, creating reinforcing 
feedback loops when the data they generate is used to train 
future models. As AI systems scale-up, we need to guard 
against the reliance on automated decision-making systems 
while ignoring contradictory information. Other concerns 
pertain to transparency, accountability, privacy, and security 
in employing AI systems. There is also anxiety that the 
adoption of AI can lead to job losses, particularly for roles 
involving repetitive, rule-based tasks. AI should not be 
considered a silver bullet to solve all healthcare-associated 
issues, as its mis-deployment can hamper healthcare 
outcomes. Therefore, it is necessary to contextualise the use 
of AI to Indian healthcare requirements, the availability of 
necessary infrastructure and expertise, and the consent 
dynamics of the patients and medical personnel involved. 
For example, AI-enabled tools that use English might not be 
effective for non-English speakers. Uninformed patients 
might consider it necessary to supply their data to such tools 
without understanding the underlying risks.

The process of building AI systems can be construed as a 
supply chain, with applications built on top of models 
trained on data using computation resources. Our findings 
on AI governance indicate that each input to building AI has 
governance implications [9]. Some of these insights inform 
the governance framework that we present in this paper. 

Given the immense potential of AI to transform healthcare, it 
is necessary that countries use appropriate governance 
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methods to promote its benefits while managing the risks 
associated with its use. The US has chosen to regulate AI 
through the combination of an executive order [10] that 
identifies riskier models, based on computing requirements 
and data needs, and additional sectoral regulations. The Food 
and Drug Administration (FDA) is the nodal agency for 
approving AI-enabled healthcare devices that come to 
market. In contrast, the regulatory landscape of European 
Union (EU) has a more cohesive set of rules that work in a 
centralised manner to provide AI oversight. Taking a risk-
based approach, the EU AI Act [11] prohibits the use of AI in 
certain areas (such as facial recognition and hiring), while 
other uses of AI, such as in healthcare, are classified into risk 
categories with varying levels of regulation and compliance. 

In India, the Medical Device Rules, 2017, and its 2020 
amendment expand the definition of a medical device to 
include any software or accessory intended for medical use 
[12]. In addition, the Indian Council of Medical Research, 
(ICMR) in its Ethical Guidelines for Application of Artificial 
Intelligence in Biomedical Research and Healthcare, outlines 
the ethical issues associated with the use of AI in healthcare in 
India [13]. The Guidelines also note the need for more 
nuanced governance to validate and deploy various AI 
applications in healthcare.

It is prudent that as the technology evolves, it is assessed on 
the net benefit-to-risk potential of each application. We 
propose a framework to identify the governance priorities 
and mechanisms that can balance the opportunities and risks 
of adopting AI in healthcare. We also examine three use cases 
using specific analytical approaches to understand the ethical 
questions arising from various applications of AI in healthcare, 
identify governance priorities, and suggest possible policy 
instruments to achieve them.

Framework 1: Identifying broad governance 
questions and priorities

The state’s governance priorities can be broadly deduced by 
identifying market failures — such as the inefficient allocation 
of goods and services by a free market, leading to sub-optimal 
outcomes for society. In the case of AI in healthcare, these can 
generally take three forms — externalities, public goods, and 
information asymmetry. 

Externalities arise when economic activities have unintended 
positive or negative impacts on third parties not involved in 
the transaction. For example, vaccination-led herd immunity 
benefits everyone, including those not vaccinated. In contrast, 
pollution emitted by an industry negatively impacts the 
health of the surrounding community. Relying on the private 
market to manage externalities might lead to sub-optimal 
vaccination levels or uncontrolled pollution, leaving 
populations susceptible to infections and diseases. 

Public goods is an economics term that refers to goods that 
are non-rivalrous and non-excludable; individuals can benefit 
without paying for them, leading to under-provisioning by 

the market. Clean air, streetlights, and open-access public 
health datasets are examples of such goods. Healthcare 
itself is not a public good. The private sector may lack 
incentives to address health issues that disproportionately 
affect the poor. Governance priorities in such areas should 
primarily aim to incentivise the private sector or, if needed, 
entrust government agencies to create such goods.

Information asymmetry occurs when one party in a 
transaction has more information than the other. In the case 
of AI in healthcare, such asymmetry could occur in 
relationships between the technology provider, healthcare 
provider, and patients. The healthcare provider and patients 
might be unaware of the technology’s limitations, which 
could hinder their ability to make informed decisions. 
Governance mechanisms to address this market failure 
should aim to increase disclosure and promote 
accountability.

A useful tool to identify broad governance priorities is a 2x2 
matrix (Figure 1) with one axis representing commercial 
interest and the other axis representing public interest. 
Commercial interest represents market opportunities for AI 
technologies. Public interest is the benefits that society 
stands to accrue from technology. This includes factors such 
as public health and safety, equity, and accessibility. The 
government can use such a matrix to determine 
governance priorities across various AI applications, 
identifying where it might need to play the role of a 
policymaker, regulator, or service provider. We assess a few 
applications as examples, but this matrix can be extended to 
all applications under the government’s consideration.

Examples of AI applications with high public interest and 
high commercial interest include those used for medical 
imaging, drug discovery, healthcare administration. The 
governance objective for this category is addressing 
information asymmetry. This can be achieved through 
various instruments aimed at enhancing transparency and 
accountability — for example, the EU AI Act’s requirements 
that all high-risk AI systems ensure transparency in the 
provision of information from developers to deployers, 
adopt appropriate human oversight tools, undergo third-
party audits, and identify and disclose risks to health, safety, 
and fundamental rights [14]. Similarly, in the US, the National 
Institute of Standards and Technology has published an AI 
risk management framework, intended for voluntary use, to 
improve trustworthiness of AI systems [15]. The Center for 
Medicare and Medicaid Services in the US has enabled the 
safe utilisation of AI in healthcare, by requesting information 
to improve healthcare outcomes and service delivery [16]. It 
also requires Medicaid Advantage organisations to make 
coverage decisions based on individual cases and not 
generalised algorithms [17].

In addition, it is important to incentivise goods with positive 
externalities. Examples include the US Center for Disease 
Control and Prevention’s Data Modernisation Initiative [18] 
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or the EU’s open health datasets [19] which have wide 
societal benefits. High-quality datasets that represent the 
India’s diverse population and health conditions are a key 
enabler for innovation. For example, the union government 
has already created anonymised datasets of Indian genomes 
for drug development [20]. Investments in education and 
skills development are necessary to support the 
advancement of AI technologies in these areas. Thus, for AI 
applications in this quadrant (see Figure 1), the primary 
objective should be to create robust governance; the 
secondary objective must be to incentivise applications 
where public interest may outweigh commercial interests.

AI applications with high public interest but low commercial 
interest include those used for public health, preventive 
health, or the treatment of health conditions that 
disproportionately impact populations with low purchasing 
power. The development and deployment of such 
applications can be encouraged through financial incentives 
or procurement guarantees that can help alleviate demand 
uncertainty and investment risks. Such incentives were used 
effectively to fast-track the creation of Covid-19 vaccines [21]. 

AI applications with low public interest but high commercial 
interest include automation of medical claims processing or 
more futuristic applications, such as human enhancement or 
brain-computer interfaces pioneered by Neuralink [22], 
which enables restoring mobility for paralysed individuals. 
The governance objectives for this category of applications 
could include addressing ethical considerations through 
transparency and accountability measures. The 
government’s primary role should be that of a regulator, 
responsible for ensuring that appropriate safety guardrails 
are in place.

Lastly, AI applications with low public interest and low 
commercial interest could include those that are related to 
rare diseases. Although these might not have huge market 
potential, there should be an effort to understand the 
consequences of not prioritising these applications. 
However, if these applications are developed through 
individual interest, there should be regulatory frameworks to 
ensure transparency and accountability. The primary 
governance objective for these applications would be to 
create regulatory pathways that reduce entry barriers while 
also safeguarding the population.

Figure 1. Framework for identifying governance priorities and roles by mapping applications on public interest and commercial 
interest (Source: Authors’ analysis)
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Table 1. Task-based framework for identifying the impact of AI in 
medical imaging

Use case: 
Medical 
imaging

Short­term 
impact 

(0–10 years)

Medium­
term impact

(10–20 
years)

Long­term impact 

(>20 years)

Preparing 
patients for 
imaging

Does not impact 
current capacity

May be 
assisted by 
robotics

AI and robotics 
together may 
replace manual 
human function, 
but human 
oversight 
functions will 
remain

Preparing 
the 
instrument 
for imaging

Does not impact 
the current 
capacity

May be 
impacted by 
robotics 

May be replaced 
by robotics, but 
human oversight 
functions will 
remain

Recording 
image

Will be 
augmented by AI

Will be 
augmented 
by AI

Will be 
augmented by AI

Image 
processing

Augments 
current capacity, 
reduces time for 
processing, and 
extracts data 
better than the 
human eye

Time for 
processing 
will further 
reduce, cost 
of image 
processing 
will also 
likely reduce

AI will be the 
routine gold 
standard for 
processing

Diagnosis Augments 
current capacity, 
improves 
diagnosis, 
reduces the time 
for diagnosis and 
likely cost

Report 
generation

Capability 
addition

Framework 2: A task-based framework for guiding 
governance of AI in healthcare

This section proposes a task-based framework to further 
delineate the ethical concerns associated with AI-based 
healthcare interventions. It shifts the focus from examining 
AI’s overall impact on the entire healthcare ecosystem to 
analysing its impact on specific healthcare tasks over the 
short, medium, and long terms. Using this framework, we can 
identify the key requirements for AI applications to work 
effectively in the Indian context and develop governance 
strategies to address potential ethical concerns.

This framework proposes breaking down the healthcare 
process into individual tasks to better analyse the specific 
functions impacted by AI. The impacts can be categorised as 
replacing human capacity in performing a task, augmenting 
human capacity in performing a task, or creating new 
capabilities that humans cannot perform alone. By projecting 
these impacts over the short, medium, and long term, 
policymakers can make better-informed decisions about 
necessary actions. The following three examples illustrate how 
this framework can be applied.

Use of AI in medical imaging

AI is set to revolutionise diagnostic imaging by improving 
diagnostic precision, saving physicians’ time, and enabling 
better health outcomes [23]. However, its use in India has to 
consider existing disparities in current healthcare systems and 
training on appropriate datasets. In urban areas, where there is 
a high specialist-to-patient ratio, this application would be in 
the high commercial interest–low public interest quadrant 
from Figure 1, but in rural areas, where access to specialists 
may be limited, there may be more public interest, requiring 
the government to actively intervene and deploy such tools. 

Table 1 shows the task-based analysis for identifying the 
impact of AI in medical imaging. We can assess the impact of 
AI in imaging using the following framework.

Opportunity analysis

AI in medical imaging augments the physician’s capacity by 
increasing the scope of images that can be examined [24-25] 
and potentially reducing diagnosis time. AI tools could be 
developed to diagnose diseases from poor-quality images 
and identify patterns that are not visible to the human eye. AI 
may be able to diagnose with better accuracy from lower 
resolution images, spurring innovation in low-cost imaging 
equipment that can be deployed at scale across the country. 

While AI is unlikely to replace human jobs, in combination 
with robotics, it could impact jobs in future scenarios. 
However, this is currently unlikely, given the costs of such 
technologies.

Risk analysis 

Overreliance on automated decision-making systems leads to 
automation bias, where specialists and technicians do not 

exercise their diagnostic skills and ignore contradicting 
information. Having a “human in the loop” will not be 
enough to address this problem. Effective use will require 
workflow redesign and upskilling of personnel to use AI 
systems to augment their capabilities while retaining their 
independent judgement [26]. The effectiveness of AI in 
medical imaging depends on algorithms developed with 
appropriate datasets, similar to clinical trials for new drugs. 
Accountability mechanisms have to be clear; while the 
certifying doctor is accountable for the diagnosis, the role of 
AI developers and medical institutions must be clarified. 

Another ethical concern is the prioritising of common 
diseases for AI solutions over rare diseases or those affecting 
poorer socioeconomic groups, exacerbating disparities. 
Further, faster AI adoption in regions such as the US or EU 
may lead affluent Indian patients to consult foreign doctors 
with advanced assessment tools and discouraging Indian 
companies from developing AI solutions suited to local 
needs.
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Table 2. Task-based framework for identifying the impact of AI in drug 
discovery

Use case: AI 
in Drug 
discovery

Short­term 
impact 

(0–10 years)

Medium­
term impact 

(10–20 years)

Long­term impact 

(>20 years)

Identification 
and 
validation of 
targets

Expedites 
research, expands 
scope by 
identifying new 
targets, reduces 
costs through 
improved 
prediction 
capabilities, and 
creates new job 
opportunities

May lead to 
the rehaul of 
the basic 
drug 
discovery 
pipeline, 
eventually 
increasing 
the number 
of scientists 
cross-trained 
in drug 
developmen
t and AI 
applications 
and 
reducing the 
requirement 
of other 
scientists

May lead to the 
rehaul of the basic 
drug discovery 
pipeline, eventually 
increasing the 
number of 
scientists cross-
trained in drug 
development and 
AI applications and 
reducing the 
requirement of 
other scientists

Preclinical 
phase

May reduce the 
time and cost of 
preclinical trials 
by improving 
toxicity 
prediction

In 
conjunction 
with other 
technologies
, such as 
organs-on-
chips, may 
replace 
animal 
testing. 
Could lead 
to the loss of 
jobs for 
those 
maintaining 
animal 
houses but 
create 
laboratory 
jobs for 
other forms 
of testing

Actual wet lab 
testing may be 
reduced to some 
essential tests only

Clinical trials Reduces costs by 
streamlining 
patient selection, 
increases 
compliance 
through better 
monitoring, and 
enhances scope 
by identifying 
drugs for 
repurposing

May 
automate 
patient 
recruitment 
and 
monitoring, 
creating a 
new pipeline 
for setting 
up clinical 
trials

If combined with 
robotics, may 
further impact jobs 
of technicians 
involved in clinical 
trial administration 
and monitoring

Governance considerations

AI algorithms should be trained on Indian datasets. Regulatory 
standards should cover dataset quality, algorithm efficacy, and 
explainability. An AI-accelerated approach with a human in the 
loop can enable the deployment of AI tools while ensuring 
accountability of the medical decision and building trust in 
the AI tool [27]. The National Digital Health Mission (NDHM) 
can fund research for AI tools in areas lacking private-sector 

interest. Appropriate anonymisation protocols and consent 
mechanisms need to be formulated to ensure the privacy 
and autonomy of donors.

Use of AI in drug discovery

AI is a powerful tool and, if used effectively, could reduce 
drug discovery costs. In India, this application should be 
promoted to facilitate research on unmet medical needs. 
Using AI in drug discovery could accelerate research, create 
jobs and, over time, set up a domestic pipeline from research 
to manufacturing. AI in drug discovery could belong to any 
quadrant in Figure 1, depending on the condition being 
targeted. 

Table 2 shows a task-based analysis of the impact of AI in 
drug discovery. We can assess the impact of AI in drug 
discovery using the following framework.

Opportunity analysis

Using AI in drug discovery expands the scope of research 
and reduces costs through improved efficiency. Currently, 
drug discovery takes up to 15 years and costs US$1–2 billion 
per approved drug [28]. Over 85% of candidate drugs tested 
during 2000–2015 failed to achieve their expected impacts 
[29]. AI can streamline this process by improving the 
assessment of the biological activity of candidate drugs [30], 
predicting their toxicity [31], and analysing drug–drug 
interactions [32]. High costs, lengthy timelines, and limited 
clinical development experience lead companies to pursue 
out-licensing deals instead of developing drugs 
independently [33-34]. Narayanan Venkatasubramanian, CEO 
and co-founder of Peptris — a biotech startup using AI for 
expediting drug delivery in oncology, inflammation, and rare 
diseases — estimates that their technology could reduce the 
pre-clinical phase from five years to one and a half years and 
cut expenses from US$700 million to US$400,000 [35]. These 
reduced barriers to research will result in increased 
intellectual property creation in India and help in drug 
discovery for treatments that can help address India’s unmet 
medical needs. The lowered cost of medicines will also make 
healthcare more affordable.

Risk analysis 

AI-powered drug discovery depends on the analysis of large 
datasets. For effective use in the preclinical and clinical 
phases, these datasets must represent various Indian genetic 
subgroups. Challenges include the lack of structured 
datasets, interoperability issues, insufficient open medical 
datasets, and inadequate analytics solutions for big data [36]. 
Additionally, India’s health system is not homogenous and 
incorporates modern medicine alongside traditional 
systems. In September 2024, the World Health Organization 
Global Traditional Medicine Centre (GTMC) and Digital 
Health and Innovation (DHI) organised a global meeting on 
AI applications in traditional medicine at the All India 
Institute of Ayurveda (AIIA) in New Delhi [37]. Participants 
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decided that integrating AI into traditional medicine requires 
further study and agreed to develop plans for AI applications 
to support learning and understanding among traditional 
medicine stakeholders. This step raises questions regarding 
ownership of traditional medicine data, and benefits sharing. 
There is also a concern that private companies may neglect 
therapies for rare diseases. Like AI in imaging, AI in drug 
discovery should also consider the accountability of the AI-
generated data and conduct adequate safety/toxicity tests to 
support the AI-driven candidate. 

Use case: AI 
in Patient 

engagement

Short­term 
impact 

(0–10 years)

Medium­
term impact 

(10–20 years)

Long­term impact 

(>20 years)

Scheduling Will help patients 
locate the nearest 
available medical 
doctor. Combined 
with 
telemedicine, 
could help create 
a pipeline for 
patients needing 
urgent action and 
those who can be 
helped through 
virtual means

Will help in 
understandi
ng 
underserved 
areas or 
institutions 
with long 
patient 
waiting 
times. 
Should also 
reduce 
patient 
waiting time 
overall

Assisted by other 
technologies, such 
as wearables and 
telemedicine, will 
improve 
scheduling for 
patients and 
manage time of 
doctors, nurses, 
and ASHA workers 
time 

Follow-up/
Routine 
reminders

Will lead to better 
patient 
compliance with 
medical 
prescriptions and 
better healthcare 
outcomes. May 
also nudge 
behavioural 
changes in 
patients, helping 
improve public 
health outcomes 
and compliance 
with routine 
activities, such as 
vaccination 
schedules or 
medical 
appointments for 
expectant 
mothers

May improve 
population 
health as the 
system 
expands 
from 
healthcare 
advice to 
more 
general 
public health 
advice

Widespread 
adoption of this 
system could 
reduce the burden 
on medical staff, 
particularly ASHA 
workers, freeing up 
their time for other 
work 

Addressing 
patient 
concerns

Could help 
address patients' 
queries about 
health, 
medications, etc. 
and lead to better 
health outcomes 
and reduce the 
time medical staff 
spends on them 

Along with 
wearables, 
can be used 
to provide 
more 
accurate 
medical 
information 
to a patient 
about their 
health and 
potential 
medical 
needs 

Over time, such 
tools may become 
the first port of call 
for patients. Could 
also serve as data 
repositories for the 
development of 
advanced AI tools 

Table 3. Task-based framework for identifying the impact of AI in patient 
engagement

Governance considerations

The use of AI in drug discovery can enable India to build 
drugs by lowering entry barriers for research on unmet 
needs. Where a market exists, the government can facilitate 
AI usage by setting standards and streamlining regulatory 
approvals. Publicly funded databases, such as the 
Department of Biotechnology’s 10,000 genome project, 
should be made available to the public with safeguards 
ensuring donor anonymity and consent. Standards and rules 
for pre-clinical and clinical trials may need amendments to 
include AI-based processes. Besides regulatory changes, 
direct government action through research funding can 
incentivise research on drugs for neglected diseases. Overall, 
regulatory clarity on integrating AI tools into existing drug 
discovery processes can expedite both tool development 
and drug discovery. The ICMR’s current ethical framework on 
the use of AI is limited to tools created for all biomedical 
research and applications involving human participants and/
or their biological data. This limitation could render 
impactful research on pathogens or animal/plant health 
beyond the remit of the guidelines. Therefore, there is a 
need to consider the use of AI in healthcare more 
holistically. 

Use of AI in patient engagement

Sustained patient engagement heavily influences public 
health and healthcare outcomes [38]. In India, where the 
doctor–patient ratio is poor and inequitably distributed, AI 
can help manage time for both patients and medical staff, 
streamline communication channels, and prioritise medical 
needs. In this example, we will look at three possible tasks 
that can smoothen patient engagement for better health 
outcomes. The use of AI in patient engagement could fall 
into the low commercial interest–high public interest 
quadrant when deployed in rural areas or for certain tasks, 
such as addressing generic patient concerns. 

Table 3 shows a task-based analysis of the impact of AI on 
patient engagement. We can assess the impact of AI in drug 
discovery using the following framework

Opportunity analysis

The use of AI in managing patient engagement [39] can 
greatly reduce the workload of India’s existing medical staff, 
including doctors, nurses, ASHA workers, and administrators. 
Such systems are already used across various countries, 
including at a few hospital chains in India. This use case may 
be particularly relevant in remote areas where the doctor–
patient ratio is poor and patients have to travel great 
distances to seek medical help. The use of AI in scheduling 
helps doctors and technicians manage time and allow 
patients to easily find the nearest available medical centre. 
Over time, the data collated through these systems can help 
discover underserved areas where further government 
interventions might be required. AI-enabled patient 
engagement can help patients comply with medical 
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interventions, resulting in better health outcomes for the 
community.

Risk analysis 

The delivery of AI-enabled tools for patient engagement 
depends on robust access to the internet or other 
telecommunication services, which may not be reliable in 
remote areas. Relying on AI tools under such conditions could 
lead to a false sense of security and assumed patient 
compliance. Datasets created to operationalise these tools will 
contain sensitive patient personal and health data and 
therefore need strict protocols to ensure privacy. It is 
important to provide clarity on the explainability and liability 
of AI tools addressing patient concerns. In addition, it is 
necessary to educate the public that an AI tool cannot be a 
replacement for medical staff; it can only augment their 
functions. 

Governance considerations

The use of AI for processes such as reminders of national 
health campaigns or secure patient compliance can be easily 
adopted into India’s existing health missions. The National 
Health Data Management Policy can be extended to provide 
support to AI tools, protect the personal and health data of 
consumers, and ensure compliance with India’s data 
protection law. The use of AI to address patient concerns 
would require the generation of India-specific datasets and 
standards. The widespread adoption of such tools may lead to 
some surplus in the existing medical workforce, particularly of 
medical support staff. The application of AI could augment 
their services in remote areas but replace some of their 
functions in urban areas with an already high doctor–patient 
ratio. Thus, the rollout of these tools must be gradual, allowing 
for the reskilling of support staff and their assignment to 
other critical tasks.

Conclusion 

AI-enabled healthcare presents exciting opportunities to 
enable better healthcare outcomes in India. The governance 
of this emerging technology can take multiple forms, such as 
building guardrails, encouraging transparency and disclosure, 
engaging stakeholders, or incentivising particular 
applications.

We propose two frameworks to identify suitable policy 
interventions and balance opportunities and risks. The first 
framework involves identifying governance priorities by 
understanding market failures and public and commercial 
interests in relation to technologies. The second framework 
involves breaking down the healthcare workflow into specific 
tasks and analysing the trade-offs involved in adopting AI for 
these tasks across different time horizons. Our analysis reveals 
governance opportunities such as creating better datasets, 
building accountability in healthcare systems, and upskilling 
medical personnel to achieve enhanced healthcare outcomes. 
The limitations of governing such a technology involve 

anticipating some of its unknown risks including an 
overreliance on technology. 

The challenges to effectively governing AI in healthcare 
include building regulatory capacity to identify stakeholder 
concerns and choosing the right policy instruments to 
address them. This needs to be a balancing act between 
safeguarding public interest while also not stifling 
innovation. 

As AI develops along with other technologies in the 
healthcare space, periodic reviews will be needed to assess 
their impacts holistically. A short-, medium-, and long-term 
outlook for integrating AI, contextualised to India, is 
essential to understand its underlying ethical concerns and 
unintended consequences and to effectively manage 
potential risks.
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