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Executive Summary 

Artificial intelligence has been widely recognised for its transformative 

potential across sectors. In the case of defence, there are many concerns 

about autonomy, the risks that come with it, and the ethics involved. 

However, governments and militaries worldwide are increasing 

investments in military AI technologies to stay as technologically 

advanced as possible and capitalise on the benefits of AI. This document 

explores the motivations behind the military adoption of AI, through an 

examination of areas where it has been deployed and an analysis of the 

transformative potential of AI.  

There are three key takeaways from this primer: 

• AI in the military performs three broad functions: automation, 

prediction, and analytics. Each function is further characterised by 

the degree of human control, which determines how much or how 

little oversight there is. 

• AI’s utility for military purposes spans various areas- broadly 

divided into autonomous and semi-autonomous vehicles, target 

identification systems and Lethal Autonomous Weapons Systems 

(LAWS), decision support systems, battlefield healthcare, logistics 

and maintenance, and data analysis. These different applications 
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have already been implemented globally to varying degrees of 

sophistication.  

• Although AI is widely touted as having the potential to transform 

economies, several technological and operational barriers stand in 

its way. Once these technological barriers have been addressed, 

which in itself may take a couple of years, these operational issues 

need to be addressed through a combination of changing pre-

existing systems and strengthening processes. As of now, the 

transformational impact of AI is hindered by the way legacy 

military systems and processes operate, as well as the fact that 

modifications need to be made to the technology itself for effective 

utilisation by the military. 
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I. Introduction 

In recent years, AI has been widely touted for its transformative potential in 

every sector, ranging from education to defence. In 2022, Defence Minister 

Rajnath Singh unveiled over 75 AI technologies1 conceived for military 

purposes for the Indian armed forces. From news outlets to academia, there 

has been a flurry of writing on concerns regarding AI and autonomous 

technologies. However, if AI is so risky, why are companies and governments 

ramping up investments centred around adapting AI for military purposes? 

This document seeks to explore why militaries seek to adopt AI capabilities. 

It also examines the potential of AI to transform existing military capabilities 

through an examination of current use cases. 

 

Although we have seen some of generative artificial intelligence’s features at 

work with widely accessible LLMs like ChatGPT and Perplexity, many 

roadblocks still limit its applicability to other fields, including military 

applications. For instance, effective military planning is more than just target 

lists and requires subtle understanding of an adversary’s intent as well as 

political contexts. Furthermore, military decision-making often has to be 

made amid the fog of war, with little reliable information at hand.  
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Despite these limitations in the military field, AI has sometimes been likened 

to nuclear weapons2. However, nuclear weapons are not a useful analogy for 

AI, which is a set of technologies that is diffused into other platforms or 

technologies. A more instructive framework is to use the idea of AI as a 

general-purpose technology (GPT)3. The GPT framework explains how 

certain technologies can drive widespread transformation, both in civilian life 

and military applications.4 Jeffrey Ding, for instance, takes the example of 

steam, a technology that is derived from its capacity to provide energy to 

industrial processes and transportation, thus transforming both economies 

and militaries.  While AI may be in a relatively nascent stage, and is yet to 

cascade into different fields and processes, it has similar potential to change 

both civil and war-like undertakings.  

 

Other analogies include comparing AI to a brain, since the structural 

inspiration for neural networks stems from the human brain. However, that 

simplifies AI’s capabilities and overstates its resemblance to human thought. 

In its current capacity, AI lacks consciousness, intuition, and emotional 

processing, which are integral to the human brain. The GPT analogy works 

better since it emphasises AI’s transformative power without attributing 

human qualities to it.   
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II. What is Military AI? 

Definitional Conundrums and 

Concepts  
The history of modern AI development is perhaps inextricably linked with 

the military’s interest in the concept of “thinking machines” that could 

assist with complex military tasks. The US Air Force, for instance, funded 

the development of one of the first AI programs, the Logic Theorist, in 

1956. By the 60s and the 70s, the US Defense Advanced Research Projects 

Agency (DARPA), along with the the US military played central roles in 

sponsoring projects such as the Speech Understanding Research 

program5and other research that sought to codify human expertise into 

rules for decision making on and off the battlefield.  

 

The military’s focus on being an early adopter for AI systems that could 

“reason” and learn from large knowledge repositories,6 has only become 

more prominent over the years. This is not merely due to an increasing need 

for the direct deployment of automated and autonomous systems (such as 

drones and robots) in warfare, but also for predictive maintenance, targeting 

and guidance, air defence, intelligence analysis, and cyber-defence.7 
 

systems designed to 
perform specific tasks, such as image 
recognition or language translation. 
This 

 actively deployed in various 
military applications
 

 a hypothetical machine that 
exhibits intelligent behaviour across 
multiple domains, akin to human 
cognitive abilities. While the 
development of Artificial General 
Intelligence remains a long-term goal 
for researchers, it is not yet a reality 
and is not the dominant focus of 
current military AI efforts  
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To understand why militaries across the globe are pursuing the development 

of different AI technologies, it is useful to understand what features set AI 

apart from human abilities and other associated technologies such as those 

involved in computing. This chapter defines AI and the bundle of 

technologies that the term encapsulates, and classifies it based on the broad 

roles it can perform in the military domain. 

 

This document does not weigh in on the debate surrounding the possibility 

of fielding Artificial General Intelligence,8 (AGI) – AI systems with human-

like intelligence, and transferable knowledge, capable of solving a wide range 

of problems across multiple domains. At the time of writing this, AGI is still 

a theoretical concept, and therefore, speculating about it is an endeavour best 

left to academic discussions.9 Therefore, this paper confines the discussion to 

“narrow” AI systems. These refer to systems that are designed to perform 

specific tasks, and are limited by their inability to utilise training data and any 

taught and learned behaviour in new applications or domains without 

significant human intervention. All current and mature AI technologies fall 

into this category10.  

 

The US’ Defense Advanced Research Projects Agency (DARPA) utilises two 

categories to differentiate various AI systems: 

 

1. Handcrafted Knowledge AI Systems: An older approach to 

developing AI systems, these mainly comprise programmed rulesets 
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that computing hardware use to process information. 11  The rulesets 

are abstract representations of domain-specific knowledge and 

instructions provided in an “if-then” format. As long as such rules are 

provided to a computing system in the form of a program, the machine 

can apply these rules to a set of inputs and furnish an output. Given 

millions of such rules, such a system can appear to be very “intelligent” 

and excel at a highly-specific task.12  

 

Almost ubiquitous today, such systems across software solutions, 

infrastructure, services and logistics automation, video games etc, are 

also known as “Expert Systems”, since the logical rules and parameters 

provided to the AI system are identified in advance by human 

experts.13 A kind of Expert System that combines such rulesets with 

information gleaned from sensors and other instruments is termed a 

“Feedback Control System”.14 In the military, these systems form the 

backbone of missile guidance and targeting technologies, autopilots, 

and digital signal processing systems.  

 

Since it is virtually impossible to program a system with sufficient 

rulesets to choose an appropriate course of action in all possible 

situations, such AI systems are also limited in their ability to adapt their 

knowledge and “experience” to new problems. This inhibits the true 

automation of tasks.15  
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A prime example of an Expert System is IBM’s Deep Blue 

supercomputer,16 that used its high-speed computing prowess to beat 

the then reigning world champion, Gary Kasparov at chess in 1997.17 

 

2. Statistical or Machine Learning (ML) AI Systems: Easily the most 

popular subdomain of AI, Machine Learning Systems differ from 

Handcrafted Knowledge Systems in that they are not explicitly 

programmed with rigid rulesets. After undergoing a “training period” 

where a human-developed algorithm is run on some sample data 

(training datasets), an ML system “learns” to generate its own rulesets, 

which can process new information and return the correct output.18  

 

The key advantage of ML systems is their ability to technically achieve 

true automation within a specific domain despite the limitations of 

human programming capabilities. This is because they effectively 

“program themselves”.19 This approach to AI leads to the creation of 

sets of rules from a specific dataset, which in turn can be applied later 

to input data that consists of other similar datasets. Expert Systems may 

not be able to accommodate a wide degree of variance in the input 

datasets due to their hard coded rules. The versatility and adaptability 

of ML systems is a huge benefit over the former. An example of an ML 

system that used to be primarily an Expert System is Facial 

Recognition.20  
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ML systems have also displayed the ability to incorporate into their 

programming certain aspects of human decision-making that can 

either be overlooked, are unanticipated, or difficult to abstract into a 

set of rules manually. This has resulted in ML-based AI systems 

exceeding human performance and Handcrafted Knowledge AI 

systems in areas such as real-time language translation, content 

generation, and image analysis etc.21 On the other hand, the ability of 

ML systems to program themselves to adapt to complex real-world 

environments and display unanticipated abilities is poorly 

understood,22 and such “emergent behaviour” can also undermine 

their predictability and reliability.23 

 

That said, the ability of ML systems to “interpret”, “learn” and 

“reason” autonomously in a manner mimicking human intelligence 

makes them highly versatile and well-suited for deployment in the 

military context. 

 

These definitions also indicate that Expert Systems are no longer considered 

to be “truly AI” in common parlance,24 as the tasks they perform are instead 

understood to be part and parcel of general modern computing systems, and 

not merely an imperfect machine’s translation of human intelligence and 

abilities. In fact, such systems do not merely mimic, but far exceed human 

capabilities in some areas (for example, in air defence).25  
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ML systems are therefore considered the default AI technology approach 

today, as modern discussions of AI are centred around “the capability of 

computer systems to perform tasks that normally require human 

intelligence.”26 While ML systems are also limited in their ability to adapt to 

contexts that they are not trained for, advancements in dataset size and 

diversity, increased computational power, and algorithmic improvements 

continue to benefit their capacity for perception, reasoning, learning, and 

decision-making. However, with an increase in performance and a 

concomitant increase in complexity, ML systems also become less explainable 

and understandable on human scrutiny. Alongside the aforementioned 

concerns surrounding reliability, and predictability, the imperative to ensure 

explainable AI (XAI) systems has become a core concern for the military,27 

not merely due to the ethics of fielding such systems, but also the need to 

maintain their trustworthiness.28 Future research documents will examine 

this research area. 

 

In both military and civilian contexts, therefore, the term “AI” does not refer 

to a monolithic technology; it is an umbrella term encompassing new and 

mature technologies that usually interact with each other to produce the 

desired capabilities.29 
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Figure 1: AI, ML and Deep Learning 

                            Source: RAND30 (author’s recreation) 
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  Figure 2: Simplified Diagram of AI Approaches  

Source: Understanding AI31 (Author’s Recreation) 
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       Figure 3: Types of AI Systems 

Source: DARPA32 (Author’s Recreation) 

 

 

 

 



Takshashila Discussion Document 2024-25  Military AI Technologies 

16 
 

A Typology for Military AI 

 
Most of the time therefore, Military AI is used as a catch-all term to describe 

a broad suite of technologies and their applications. It is more useful to classify 

AI systems on the basis of their capabilities or the roles that they can fulfil in 

the military context.33 Broadly, these roles can be considered to be analytical, 

predictive, or operational, and can be understood at both the strategic and 

tactical levels. 

 

In an analytical role, AI can identify patterns, trends, and anomalies by 

processing vast amounts of unstructured data that may be difficult or time-

consuming for humans to discern. AI algorithms excel at discerning subtle 

correlations and trends within complex information streams, such as high-

resolution satellite imagery and real-time drone feeds. Automating the 

accurate interpretation of disparate data sources has been a moving target for 

military AI research since its early days, particularly since it has proven to be 

invaluable for timely situational and battlefield awareness. 

  

At the strategic level, military planners and leadership gain more 

comprehensive views of the battlefield, granular threat assessment, and 

improved adaptability in their operations as AI-enabled intelligence analysis 

improves. 
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At the tactical level, rapid processing of real-time battlefield data from 

multiple sources is invaluable to military units and individual operators for 

maintaining enhanced situational awareness and better decision-making. AI 

systems onboard military aircrafts are a good example of this, analysing sensor 

data and satellite imagery to constantly provide pilots with immediate, 

actionable intelligence for adapting to changes in battlefield conditions. 

 

In predictive roles, AI systems utilise historical and real-time input data to 

generate simulations for predicting potential outcomes in a range of military 

scenarios, both on and off the battlefield. Besides better-informed decision-

making, forecasts like these can be transformative for a wide variety of 

activities, such as identifying latent vulnerabilities in critical military 

infrastructure or operations, simulating hyper-realistic scenarios for 

personnel training (often in conjunction with downstream technology stacks 

such as Virtual Reality), modelling complex adversary behaviour, and 

forecasting logistical requirements for military operations etc.34 

 

At the strategic level, predictive analytics have obvious benefits for long-term 

planning as historical data, geopolitical trends, and updated information 

about adversary capabilities can be synthesised to forecast potential conflict 

scenarios. Military planners can leverage these to identify optimal deterrence 

strategies, force deployment and quicker and more effective resource 

allocation. 
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At the tactical level, a wide multitude of sensory data, intelligence updates, 

weather patterns etc can be used by AI to simulate the likelihood and location 

of threats and opportunities in the field. Being able to take proactive measures 

to avoid and counter threats (like potential ambush sites) are invaluable for 

units and vehicles. Similarly, AI-powered predictive maintenance can analyse 

sensor data from equipment and vehicles to anticipate failures and optimise 

maintenance schedules, reducing downtime and ensuring operational 

readiness in the field.35 

 

In an operational role, AI systems are deployed directly to execute tasks or 

missions, either autonomously or in collaboration with human operators. 

This can take many forms, depending on the specific application and the level 

of autonomy granted to the AI system. Uncrewed Aerial Vehicles (UCAVs) 

are a prominent example of the use of AI in military operations, where they 

are used to control various aspects of navigation, target identification, and 

weapons deployment.36 In cyber-warfare, AI-powered defences are 

effectively the only way to detect and respond to threats in real-time.  

 

Such systems can automate and take over repetitive, time-consuming, or 

complex tasks, freeing up human operators to focus on more critical aspects 

of their roles. In operational roles, AI can also reduce risk to humans. For 

instance, AI-enabled robotic systems can conduct tasks such as bomb 

disposal,37 or ISR operations in hazardous and hostile environments at length. 
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To be sure, remotely operated drones have been deployed for many years, 

with some automated operations. However, this automation was primarily 

predicated on “deterministic” Handcrafted Knowledge AI systems and still 

requires human operators. Beyond reducing the factor of human error 

affecting the outcomes, AI that leverages ML algorithms and vast amounts 

of data also has the potential to be more efficient and accurate at these tasks.38  
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Box 1: Different kinds of AI Technologies utilised in the Military 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Autonomy vs Automation 

Before we move on to the next chapter mapping the different AI use-cases in the military, it’s useful to briefly examine the different kinds of AI 

technologies usually fielded: 

 

 1. Machine Learning: As mentioned earlier, ML allows systems to find patterns, make predictions, and adapt to new problems without specific 

programming. It has been the driving force behind many recent breakthroughs in AI, thanks to the availability of vast amounts of digital data and 

the computational power to process it. In the military domain, ML can be applied to tasks as varied as war-gaming simulations to predictive 

maintenance of infrastructure. Breakthroughs in Deep Learning, a sub-domain of ML, that make use of neural networks to learn increasingly 

complex representations of data, have enabled machines to perform tasks that were previously thought to require human-level intelligence such as 

speech and image recognition. 

 

2.  Perception and Communication: AI systems can be categorised on the basis of how they interact with and interpret their environment, such as 

with visual data and human language. Subfields include:  

 

a. Natural Language Processing (NLP): NLP focuses on leveraging ML capabilities to understand, interpret, and generate human 

language in various forms, such as text, and speech. Most prominent in “Generative AI” tools, NLP has numerous consumer 

applications, such as virtual assistants, chatbots, and language translation services. In the military context, NLP can be used for 

intelligence gathering and analysis and real-time foreign language translation. 

 

b. Computer Vision: Mentioned earlier, computer vision is perhaps one of the oldest and most prominent areas in military AI research. 

Computer vision enables computers to “see” and interpret visual information through images and videos. Today, it involves 

developing ML systems that can detect, classify, and track objects, faces, and scenes in visual data. It has a wide range of consumer 

applications, from facial recognition in smartphones to autonomous vehicles and augmented reality. These applications also make it 

useful for Intelligence, Surveillance, and Reconnaissance (ISR) operations, autonomous navigation and guidance, and target 

recognition 

 

3. Autonomous Weapons Systems, Uncrewed Platforms, and Robotics: Possibly the most prominent use case of military AI in popular 

imagination, these are systems capable of operating with varying degrees of independence from human control. They can utilise  AI to gather 

intelligence, process sensory information on battlefields and make decisions and execute them.  

 

This is far from an exhaustive list of technologies and applications. Beyond the battlefield, AI integration is being increasingly sought to create 

unprecedented improvements in areas such as logistics, medical and mental healthcare, and administrative operations. 
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A central thread that emerges from the discussion on AI systems is that such 

systems are being leveraged by human operators to delegate specific tasks. 

The act of delegation implies that the operator gives up a degree of control 

over how the task may be done and the AI system gains a degree of autonomy 

vis a vis the same.39 When a system is programmed with hard-coded 

constraints and rules for a particular task, it is considered to be an 

“automated” system, with a low degree of autonomous control in the manner 

in which it can perform the task. Conversely, when a system can perform the 

task without any constraints imposed upon it by the operator delegating the 

task, it can be considered to be an “autonomous” system. All instances of 

“narrow AI” systems exist between these two extremes. 

 

We can further classify military AI systems by the degree of human 

involvement, control and oversight.40 This is useful for ensuring the proper 

functioning of chain-of-command, and accountability mechanisms for 

different configurations of systems involving human control and AI 

autonomy. 

 

1. Human-in-the-Loop (HITL) / Semi Autonomous: These refer to 

systems where there is the most human oversight. While AI may 

provide suggestions and recommendations, all final decision-making is 

executed by human beings. 

2. Human-on-the-Loop (HOTL) / Supervised autonomous: HOTL 

systems operate more autonomously than HITL systems. Actions are 
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performed by AI but under human supervision. Human supervisors 

can intervene if need be, but are not typically involved in real-time 

decision making. 

3. Human-out-of-the-Loop (HOOTL) / Fully Autonomous: These are 

fully autonomous systems that operate with no human intervention. 

HOOTL systems make independent decisions without any oversight 

based on real-time data, following previously set criteria.41 

 

As the scope of this paper is limited to being a primer on military AI 

technologies, we will not examine the complexity of these configurations,42 

nor their legal and moral implications. However, these merit further study in 

AI policy research. It is clear that the convergence of various AI technologies 

is transforming the nature of warfare. With these conceptual foundations in 

mind, the following chapter explores how such capabilities are being 

deployed and utilised by militaries around the world. 
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III. Use Cases of Military AI 
 

AI systems are being deployed across a wide range of military functions, 

ranging from logistics to combat. With the most recent AI wave over the last 

couple of years especially, every country seems to be scrambling to harness 

AI to gain a technological edge over competitors and optimise processes. The 

following section provides a snapshot of the various ways in which different 

countries are innovating and using AI in their militaries. It looks at countries 

that are major AI users on different fronts and highlights certain use cases of 

different kinds of applications of AI. 

 

 

1. Autonomous and Semi-Autonomous 

Vehicles 
Drones and drone swarms are among the most common uses of AI in today’s 

military landscape. Countries across the board are rapidly developing AI-

augmented UAVs. Currently, drones are vulnerable to signal jamming, since 

they are remotely operated and require continued network connectivity to 

be operable. Fully autonomous drones are impervious to jamming since they 

are guided by artificial intelligence and do not require connections with a 

pilot. They can also function in large swarms. Human actors often struggle to 
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coordinate operations using multiple drones, but AI has the potential to 

deploy hundreds of drones while maintaining situational awareness 

effectively.  

 

Ukraine is currently deeply involved in developing drones for military use. 

Most recently, there have been reports that Ukraine is in the process of 

developing autonomous drone swarms that can identify and attack targets in 

coordination with each other. Ukraine is already using AI-equipped drones 

for terrain mapping and detecting land mines, in addition to using drones 

during combat. For combat purposes, Unmanned Autonomous Vehicles 

(UAVs) such as the Saker Scout have been approved for battle usage43.  

 

The US, too, has been ramping up R&D surrounding UAVs. In July 2023, 

the US tested and demonstrated vehicles like the uncrewed AI-enabled XQ-

58 drone. Additionally, the US has tested and utilised drones such as ‘Global 

Hawk’ and ‘Reaper’ for intelligence-gathering purposes44. The US Air Force 

also flew an AI-controlled F-16 fighter jet, accompanied by two other 5-16s 

with pilots45. An AI-piloted fighter jet also participated in a simulation 

dogfight with an experienced US Air Force pilot. Despite the pilot's level of 

experience, the plane flown by the pilot and the AI-operated vehicle were 

reportedly fairly evenly matched.  

 

The US Navy has also developed Unmanned Undersea Vehicles(UUVs) and 

Unmanned Surface Vehicles(USVs)46. UUVs are being explored to perform 
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tasks that are too dangerous for humans, such as mine countermeasures, ISR, 

and gathering intelligence in areas that are inaccessible to manned vehicles. 

The USVs that the US Navy is developing can be fitted with various 

weapons and sensors and adapted for high-risk missions. They also bring the 

potential for cooperative missions where a fleet of USVs can coordinate and 

be deployed together. 

 

Additionally, the US, the UK, and Australia have tested AI-powered 

AUKUS uncrewed aerial vehicles47. The British Army is developing systems 

like the MUTT (Multi-Utility Tactical Transport)48, an unmanned ground 

vehicle (UGV) designed to serve as a force multiplier in combat. 

 

China, too, has developed fleets of UAVs equipped with AI. Its Wing Loong 

drones are reportedly going to be equipped with AI. China also has AI-

powered drones capable of autonomously navigating forests without relying 

on satellite navigation systems. While there is limited available data on similar 

technologies for military use, the same technology can likely be adapted for 

UAVs for military purposes as well. 
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2. Target Identification Systems and 

Lethal Autonomous Weapons Systems 
 

The idea of a machine that identifies and zeroes in on targets seemed straight 

out of science fiction until very recently. However, today, such systems are a 

reality and among AI's most controversial applications. AI target 

identification systems have been deployed in the early stages of the Israel-

Hamas war in the past year. Israel developed two systems, ‘Lavender’49 and 

‘Where’s Daddy’.50 Lavender was programmed to identify suspected Hamas 

operatives, who would then be vetted as potential targets of bombings. 

However, reports revealed that approval for these bombings was given 

without much discretion. Where’s Daddy was used to track identified targets, 

monitor their whereabouts, and attack them once they were in their homes. 

A third program called Gospel operated similarly to Lavender. The only 

marked difference between the two was that Gospel identified structures for 

bombing while Lavender identified human targets.  

 

The US also has an AI-driven system that operates similarly. The Advanced 

Targeting and Lethality Automated System, or ATLAS, was mounted on an 

M1 Abrams tank and tested for a variety of functions in 202251. According to 

reports, target identification and tracking abilities were tested in a realistic 
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exercise environment. The US XVIII Airborne Corps also utilised AI to help 

Ukraine identify Russian targets in 202252. 

 

 

 

 

 

 
     A Kargu Drone53 

 

During the Libyan Conflict in 2020, Turkey deployed a drone called Kargu 

2, which was developed by the Turkish company STM. This is the first 
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known deployment of a lethal autonomous weapons system in battle. Kargu 

2 was used to identify and then track and attack targets54. 

 

There have also been reports that the Indian army has utilised over 140 AI 

systems across its borders with China and Pakistan to identify and classify 

targets55. 

 

3. Decision Support Systems 
 

Using AI to identify targets is merely one form of decision support that the 

technology can provide. Due to its ability to process large amounts of data 

rapidly, AI can also lend itself to decision-making processes at the strategic 

level. Training AI programs on large amounts of data to understand strategy 

also enables them to make better strategic decisions rapidly.  

 

For instance, China has recently developed an ‘AI commander’56 that is 

currently used to participate in simulations and war games while playing the 

role of commander. While it is currently constrained by a cap on its memory, 

the AI commander can theoretically play the role of a decision-maker in 

actual conflict, not just simulations. It can provide rapid data-driven decisions 

that allow battle strategy to be crafted rapidly while responding to real-time 

situations. While China maintains that this is only for training purposes, and 
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‘the party commands the gun’-- or the computer in this case– in the future, 

it may be used to make strategic decisions in actual conflict situations. 

 

Earlier this year, Turkey developed a decision support system that won a 

United Nations award57. The system utilises real-time meteorological data to 

respond to forest fires as effectively as possible. The system also allows for the 

appropriate evacuation and intervention strategies to be made based on its 

evaluations of changing data. This is yet another instance of technology made 

for a certain function that can be adopted for wider use in different spheres. 

 

4. Battlefield Healthcare 
 

Another area where AI’s foray has the potential to be transformative is 

battlefield healthcare. Automated medical care, triage, and diagnostics based 

on AI enable armed forces to perform medical care efficiently in 

environments that may be too risky for human medical personnel.  

 

Israel has developed a platform called Aidoc58, which rapidly evaluates 

pathology reports and sends alerts. Doctors get immediate alerts on patients 

with critical conditions and can attend to them with a sense of urgency. In 

war conditions, this enables limited medical personnel to prioritise the needs 

of the most critical patients. Additionally, Israel has also developed robotic 

machinery that can perform functions such as removing bullets. While these 
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technologies may not have been developed exclusively for military usage, 

they lend themselves well to circumstances where time is of the essence and 

efficiency is paramount. 

 

The US has also developed an AI-powered triage system that has been cleared 

by the FDA59. The Automated Processing of the Physiological Registry for 

Assessment of Injury Severity Hemorrhage Risk Index, or APPRAISE-

HRI60, is an app developed by the Department of Defense that uses an AI 

algorithm trained on vital sign data. It enables people to evaluate how at risk 

they are to experiencing blood loss at a life-threatening scale. 

 

AI is already being commercially implemented in various aspects of 

healthcare, suggesting that its use for battlefield medicine isn’t far off. From 

diagnostics and lab report analysis to drug discovery, AI is being used to 

augment many functions and make processes more efficient. In addition to 

simple procedures, AI can perform complex diagnostics such as evaluating 

the aggressiveness of cancers61. While there is limited publicly available 

information on AI tools developed specifically for military purposes, many 

of these medical developments can also be easily applicable to military 

medicine. 
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5. Logistics and Maintenance 
 

Aside from combat, and strategy, there are less glamorous aspects of the 

military that operate behind the scenes, such as supply chain logistics, 

transport, and maintenance, which are imperative to ensure the smooth 

functioning of any institution. AI systems are being used to make these tasks 

more efficient across civilian and military domains. 

 

For instance, the US uses an Autonomic Logistics Information System 

(ALIS) for predictive maintenance of naval and airforce vehicles. In the case 

of the F-35 fighter jet62, ALIS is used to analyse data pertaining to 

performance, maintenance logs as well as operational usage in order to 

optimise the maintenance needs of the aircraft. Similarly, the Japan Ground 

Defense Force63 is exploring the application of AI to predict equipment 

failures, streamline supply chains, and optimise the maintenance of military 

resources. Additionally, British Airways has predictive aircraft health 

monitoring systems in place64 that help assess conditions from data on 

different aircraft conditions. While there is limited public data on the system, 

it could also be applicable to the Royal Air Force. 

 

The UK has also tested UGV convoys along with the US Army65. Delivering 

supplies to frontlines in dangerous circumstances claims many lives, and these 

unmanned convoys have been designed to serve this purpose. The experiment 
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where this technology was tested featured the vehicles operating 

autonomously and semi-autonomously. If deployed, this would allow for 

many of the risks of battlefield logistics to be mitigated, with exponentially 

fewer human beings at risk when delivering supplies. 

 

6. Data Analysis 
Another area where AI surpasses human capabilities is data analysis, as its 

capacity to process and recollect data and perform calculations using it far 

exceeds that of a human mind. For the military, this can mean using AI to 

process large amounts of data and have it provide insights that can help them 

make informed choices. Depending on the kind of insights desired, this can 

be done using different types of datasets. 

 

The UK, US, and Australia are set to test a new technology that uses AI to 

process large volumes of sonar data as part of their technology sharing 

agreement, Aukus Pillar II66. Analysing SONAR data will help determine 

the position of Chinese submarines faster and more accurately than existing 

technologies do. 

 

The US Air Force utilises AI to analyse cyber data. This allows it to comb 

through large amounts of data and identify potential security threats in its 

networks without expending large amounts of manpower. This capitalises on 
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AI’s ability to process huge amounts of data in real-time at a scale that human 

actors are unable to. 

 

Ukraine, on the other hand, uses AI to process large amounts of satellite data, 

which allows it to have better intelligence on the location of Russian targets. 

Processing geospatial data more efficiently and accurately than humans can, 

AI systems have allowed Ukraine to utilise the extensive amount of data 

available and harness it to meet its needs. 

 

7. Learning from Civilian Use Cases 
Considering that most militaries do not publicly disclose the details of their 

most recent technological developments, looking at civilian applications of 

AI can help understand the extent to which the technology has been 

developed and may be repurposed for military users.  

 

Amazon67 uses AI to manage its extensive supply chain. By analysing various 

points of data— including but not limited to customer preferences, demand 

and historical data — AI systems can manage inventory per the needs of the 

market, and optimise both delivery routes and warehouse operations. The 

same technologies could be applied to military supply chains to manage the 

distribution of fuel, weapons and rations to troops in dangerous or contested 

areas. In addition, predictive analysis could be used to forecast supply 
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shortages. Uber uses AI to optimise routes and implement dynamic prices. 

This technology could be adapted for military logistics requirements as well, 

to optimise the transport routes for convoys based on real-time battlefield 

data. 

 

Tesla’s widely acclaimed autopilot system68 is fitted in its cars and manages 

navigation, route optimisation, and object detection. The system utilises real-

time data from the car’s sensors and machine learning to enable cars to drive 

autonomously. Self-driving cars navigate traffic conditions and directions. 

The same technology can be used for military logistics and unmanned 

vehicles of various kinds. 

 

Microsoft’s use of AI helps balance supply and demand in energy grids69. This 

predictive analysis helps prevent blackouts by examining and predicting 

consumption patterns. The same principle could be used to manage energy 

usage in military-bases and forward-operating bases. In remote combat zones 

where off-grid energy is used, it could help prevent energy shortages. 

 

Boston Dynamics’ Spot is an AI-powered autonomous quadruped robot70. 

Spot is designed to make real-time data-driven decisions, and its size and 

agility make it capable of navigating a variety of conditions. The firm 

advertises it as capable of providing “valuable insights into routine operations, 

site health, or potentially hazardous situations”. A technology like Spot can 

be adapted for purposes such as military reconnaissance or to defusing 
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explosives– capitalising on its size, agility and ability to perform fairly 

complex tasks. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

A Quadruped Robot71 

 

 



Takshashila Discussion Document 2024-25  Military AI Technologies 

36 
 

IV. Limitations and Shortcomings 
 

While the use of AI into the military and defence has begun, there are several 

limitations that can potentially constrain its degree of penetration. There are 

hurdles at almost every level that need to be addressed. While many of these 

challenges may be primarily technological, they are also compounded by 

operational issues as well as a host of legal and regulatory challenges.  

 

Some of the largest technological problems faced are as follows: 

 

1. Data Dependency: In order for AI models to be effective and make 

informed decisions, they need to be trained on extensive data sets. Military 

applications such as image recognition and predictive analysis especially 

require massive amounts of data that is representative of diverse 

conditions. This can include aspects such as varied terrains, weather 

conditions and combat situations. Comprehensive data, especially for 

specific use cases is hard to come by, which limits AI models’ abilities to 

generalise across situations. There is also a data scarcity for several high-

stake events, such as large-scale cyberattacks, owing to the lack of 

historical precedence. In such situations, it is even more challenging to 

train AI systems 
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Even in situations where data is available, it tends to be highly 

classified. The sharing of datasets such as intelligence reports or 

battlefield logs can raise security concerns. This is a major limiting 

factor in terms of collaborative AI development. 

 

2. The Issue of Context: Currently, AI systems excel at specific tasks, 

such as solving complex calculations with large numbers. However, 

they are unable to adapt to situations that fall beyond the ambit of their 

training data. Narrow AI fails at being able to interpret and adapt to 

real-time changes autonomously, such as weather changes or 

equipment failures. This means that some dynamic battle conditions 

are too unpredictable for AI models to be able to have an adaptable 

understanding of the context. Unlike human decision-makers, AI 

lacks any intuitive decision-making ability and relies solely on data it 

is trained on to understand any causality.  

 

3. Computational Limitations: The issue of the availability of 

computational resources arises whenever AI systems are deployed. 

Most applications of AI require immense computational resources that 

are hard to make available in environments such as forward operating 

bases or mobile platforms. If AI were to be deployed even in such 

resource-constrained environments, it would lead to a degree of 

latency in decision-making, processing and responding, which can be 

a critical issue in operations that are time-sensitive. High-performance 
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AI systems are also highly energy intensive, which raises another 

resource-related concern since many conflict zones may be off the grid 

or remote. 

 

In addition to these technological bridges that must be crossed, there are 

certain operational challenges that also need to be addressed when deploying 

AI: 

 

1. Integration of Systems: By and large, military infrastructure tends to 

be a combination of legacy systems and more recent technologies. To 

successfully integrate new technologies, such as AI, with older 

technologies, such as analogue communication networks, new 

interfaces need to be created, or old systems need to be overhauled 

completely. This process is both expensive and time-consuming. There 

is also the issue of compatibility with older physical infrastructure. For 

example, predictive maintenance tools may not be easy to implement 

with older aircraft or tanks without sensors. 

 

Military organisations also tend to have data silos with separate systems 

between divisions, such as the army, navy and air force. This further 

highlights the issues with integration, because in addition to legacy 

systems, newer systems are also not uniform and centralised. 
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2. Interoperability: Even within the AI realm, different nations and 

military branches often use different AI platforms built with differing 

data standards and programming languages. In larger coalitions such as 

NATO, the lack of standardisation can also potentially further hinder 

interoperability. Additionally, proprietary systems from commercial 

vendors can also limit interoperability since they are unlikely to be 

compatible with systems developed by other competitive vendors. 

 

3. Supply Chain Dependencies: Emerging technologies, such as AI, often 

require components, such as microchips, that tend to have complex 

global supply chains. Therefore, there exists the potential for 

geopolitical tensions to disrupt supplies, hindering access to critical 

hardware. These cutting-edge components are also often 

manufactured in limited quantities, another factor that can impact 

production globally.  

 

Global supply chains also come with security risks since vulnerabilities 

in the supply chain can have a direct repercussion on the military. As 

was evident with the pager attacks in Lebanon72 on the 17th and 18th 

of September 2024, adversarial access to the supply chain can pose a 

significant threat in addition to compromising system integrity.  
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V. Conclusion  
 

In the coming years, militaries will need to address the challenges discussed 

above to effectively use artificial intelligence. For India, this is likely to mean 

a rapid increase in the adoption of AI technologies across military areas. Since 

China is aggressively pursuing the adoption of AI, the Indian armed forces 

will inevitably be pushed into employing AI. Currently, little is known as to 

the details of both the capabilities and the limitations of military AI. This will 

be the urgent first step to making better assessments of Chinese capacities and 

deploying AI more effectively in India. Once this information gap has been 

filled, India will need to seek out trusted partners to help it develop and 

acquire military AI within reasonable timeframes to ensure that it does not 

fall behind. In the coming years, the strategic, operational and tactical effects 

of military AI for India will need to be studied carefully for India to best 

achieve its ambitions. 
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VI. Glossary 
 

A 

 

Advanced Targeting and Lethality Automated System (ATLAS): An AI 

system designed to enhance the targeting capabilities of the M1 Abrams 

tank. In 2022, the ATLAS was tested for functions like target identification 

and tracking within a realistic exercise environment. This exemplifies the 

trend toward incorporating AI into existing military platforms to improve 

their effectiveness. 

 

Aidoc: An AI-powered platform developed in Israel to improve medical 

responses, particularly in situations where resources are limited and time is 

critical, like in wartime. This platform rapidly analyses pathology reports 

and sends alerts to doctors, allowing them to prioritize patients with critical 

conditions. It also includes robotic machinery capable of performing tasks 

such as removing bullets. While these technologies may not have been 

explicitly created for military use, their applicability in war-like 

circumstances is clear. 

 

Artificial General Intelligence (AGI): A hypothetical level of AI where 

systems possess human-like intelligence, including reasoning, learning, and 
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problem-solving abilities across a wide range of domains. The sources 

explain that AGI is still a theoretical concept and not a current reality. The 

document focuses on “narrow” AI systems that are designed for specific 

tasks. 

 

AUKUS: A trilateral security pact between Australia, the United Kingdom, 

and the United States, focused on enhancing military capabilities and 

cooperation in the Indo-Pacific region. Under this pact, the three nations 

are collaborating on various projects, including the development and testing 

of AI-powered uncrewed aerial vehicles. This pact demonstrates the 

increasing importance of AI in international military partnerships. 

 

Autonomic Logistics Information System (ALIS): A system employed by 

the US military for the predictive maintenance of both naval and air force 

vehicles. Notably, ALIS is utilised to analyse performance data, 

maintenance logs, and operational usage of the F-35 fighter jet to optimise 

its maintenance needs. This exemplifies the use of AI in logistics and 

maintenance to enhance the operational readiness and efficiency of complex 

military assets. 

 

Autonomous Weapons Systems: A broad term encompassing systems that 

operate with varying degrees of independence from human control. They 

leverage AI to perform tasks such as gathering intelligence, processing 

information from battlefields, making decisions, and taking actions. This 
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category includes a wide range of systems, from drones to potentially lethal 

autonomous weapons, raising ethical and legal questions about the role of 

AI in warfare. 

 

C 

 

Computer Vision: This AI field enables computers to "see" and interpret 

visual information from images and videos 

 

D 

 

Decision Support Systems: AI systems that assist human decision-makers, 

especially in high-pressure environments like military operations, by 

processing and analysing large volumes of data, identifying patterns, and 

providing recommendations. 

 

Deep Learning: A subfield of machine learning that employs artificial neural 

networks to analyse and learn from data in a way that mimics the human 

brain. Deep learning is responsible for breakthroughs in AI capabilities, 

including significant advances in image and speech recognition. In military 

contexts, deep learning can be applied to various tasks, such as analysing 

satellite imagery or processing signals intelligence. 
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E 

 

Expert Systems: A type of AI system that relies on a set of pre-programmed 

rules and knowledge provided by human experts in a specific domain. These 

systems were prevalent in earlier stages of AI development and are still used 

in some applications, like missile guidance and autopilot systems. The 

limitations of expert systems lie in their inability to adapt to situations not 

covered by their pre-programmed rules. 

 

F 

 

Feedback Control System: An AI system that combines pre-programmed 

rulesets with data gathered from sensors and other instruments to make 

adjustments and control processes. These systems are widely employed in 

applications like missile guidance, targeting technologies, and autopilots. 

 

G 

 

General-Purpose Technology (GPT): A model used to describe 

technologies with the potential to drive significant transformations across 

various industries and sectors, both in civilian life and military applications. 

The sources suggest that AI, like previous GPTs such as steam power and 

electricity, has the potential to revolutionize military capabilities and 

strategies. 
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'Gospel': An AI program developed and used by Israel in the Israel-Hamas 

war to identify structures deemed suitable for bombing. This system, like 

‘Lavender', highlights the ethical concerns surrounding the use of AI in 

warfare, as it raises questions about accountability, proportionality, and the 

potential for unintended civilian casualties. 

 

H 

 

Handcrafted Knowledge AI Systems: An older approach to AI development 

that relies on human experts explicitly programming rulesets into the 

system. While these systems can be effective for well-defined tasks, they 

lack the flexibility and adaptability of more modern AI approaches like 

machine learning. 

 

L 

 

'Lavender': An AI program developed by Israel and employed during the 

Israel-Hamas war to identify individuals suspected of being Hamas 

operatives. These individuals were then considered potential targets for 

bombing, pending further human review. The use of ‘Lavender’ sparked 

debate about the ethical implications of utilizing AI to select targets in 

warfare, particularly regarding potential bias in the AI’s decision-making 

process and the risk of erroneous targeting. 
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Lethal Autonomous Weapons Systems (LAWS): A specific category of 

autonomous weapons systems that are capable of selecting and engaging 

targets without human intervention. LAWS raise significant ethical and 

legal concerns due to the potential for unintended consequences, lack of 

accountability, and the possibility of triggering an AI arms race. 

 

M 

 

Machine Learning (ML): A central branch of AI that allows computers to 

learn from data without explicit programming. ML algorithms can analyse 

large datasets to identify patterns, make predictions, and improve their 

performance over time. In military contexts, ML has a wide range of 

applications, from intelligence analysis and target recognition to logistics 

optimisation and predictive maintenance. 

 

Multi-Utility Tactical Transport (MUTT): An unmanned ground vehicle 

being developed by the British Army to act as a force multiplier in combat 

scenarios. MUTT is designed to support soldiers by carrying equipment, 

providing reconnaissance, and potentially engaging in combat. This 

development highlights the trend towards utilising unmanned systems to 

increase efficiency and reduce risks to human personnel. 
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N 

 

Natural Language Processing (NLP): This field of AI focuses on enabling 

computers to understand, interpret, and generate human language. 

 

Narrow AI: The current state of AI technology, where systems are designed 

to perform specific, well-defined tasks. Narrow AI lacks the ability to 

generalise its learning to new domains or solve problems outside its specific 

training data. All existing, mature AI systems, including those used in 

military applications, fall under the category of narrow AI. 

 

S 

 

Statistical Learning: Another term for Machine Learning, highlighting the 

use of statistical methods and algorithms to enable systems to learn from 

data. 

 

U 

 

Unmanned Autonomous Vehicles (UAVs): Commonly known as drones, 

UAVs can be remotely controlled or autonomous, offering flexibility for 

various military applications. 
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Unmanned Ground Vehicles (UGVs): Autonomous or semi-autonomous 

vehicles that operate on land. 

 

Unmanned Undersea Vehicles (UUVs): Autonomous or remotely operated 

submersible vehicles used for underwater tasks. 

 

W 

 

'Where's Daddy': An AI program developed by Israel and used during the 

Israel-Hamas war to track individuals previously identified as targets. The 

system monitored their movements and facilitated attacks once they were in 

their homes. The use of ‘Where's Daddy', like other AI-driven targeting 

systems, raises serious ethical and legal questions about the risks of 

extrajudicial killings, proportionality in warfare, and the potential for 

violating international law. 
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